
Molecular Dynamics (part 2)

Computational Material Science
Lecture 5
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Last time
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• Molecular dynamics simulations treat atoms as if they were 
Newtonian particles

• The goal of an MD simulation is to track the trajectory of all 
atoms while the system evolves in time. Atoms respond to 
external forces and to forces exchanged with other atoms.

• The equation of motion of all atoms is computed numerically 
using an integration scheme of the type of the Verlet algorithm.  



Today

• Theoretical basis of molecular dynamics simulations

• Connection between macroscopic quantities and 
microscopic variables (statistical thermodynamics)

• Time averaging and ensemble averaging

Learning goals:

• Can distinguish and relate macroscopic and microscopic 
variables

• Capability of writing a molecular dynamics program.
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The Hamiltonian
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The Hamiltonian is a function of the total energy in a system.
If the system is Newtonian the potential energy only depends on the 
coordinates, and the kinetic energy only on the momenta. In this case the 
Hamiltonian takes the simple form:

In a Newtonian system the energy is conserved, which means that E is constant in 
time:

Demonstrate that for a one d.o.f. the energy is conserved



The Hamiltonian
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Conservation of energy:

Demonstrate that for a one d.o.f. the energy is conserved:

very important check in MD 
simulations!

The Hamiltonian is a function of the total energy in a system
If the system is Newtonian, the potential energy only depends on the coordinates, and 
the kinetic energy only on the momenta. In this case the Hamiltonian is very simple:



Hamilton’s equations of motion
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Phase space
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Properties of trajectories of Hamiltonian systems
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Example: the harmonic oscillator
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Example: Lennard-Jones oscillator
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Examining the reliability of a simulation
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A key question in an MD simulation is whether the algorithm used to integrate 
the equation of motion is of sufficient accuracy.

If the trajectories of a few atoms have errors it is generally no problem as long 
as the average quantities in the system are correct.

Which simulation is wrong here? What could be wrong?



Examining the reliability of a simulation
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Which simulation is wrong here? What could be wrong?

An excessively large time step (first thing to check), a poor integration scheme for the 
equations, an error in the programme.

A key question in an MD simulation is whether the algorithm used to integrate 
the equation of motion is of sufficient accuracy.

If the trajectories of a few atoms have errors it is generally no problem as long 
as the average quantities in the system are correct.



Time step
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δt: MD simulations should be used for short time 
events

Although constant on average, the energy fluctuates over time around its 
average at equilibrium. 



Schematics of an MD code
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Initial conditions for an MD simulation
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Problem definition: 
1)  Material
2)  Potential
3)  Number of atoms, volume, and shape of the unit cells 
4)  Specify boundary conditions
5)  If somewhere periodic ensure commensurability
6) Make sure the number of atoms is sufficiently large to be 
representative of the system studied
7)  Check on symmetries
8)  Make a smart choice of the initial positions
9)  …and of initial velocities (e.g. the Maxwell-Boltzmann distribution)



Steps in an MD simulation
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Warning: wait until equilibrium is reached before taking any averages!

1)  Initialize positions and momenta
2)  Calculate the initial K, U, and forces on each atom Fi
3)  For n_equil time steps:

• Solve for         and for 
• Calculate K, U, E, f_i 
• Check for drift of values
• When equilibrated, restart

4) For n time steps:
• Solve for        and for 
• Calculate K, U, E, f_i and other quantities of interest
• Accumulate values of K, U, etc. for averaging

5) Analyse data: averages, correlations…



Simulation
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Let’s take Lennard-Jones

𝑘! = 8.617 ∗ 10"# ⁄𝑒𝑉 𝐾
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Phase space and trajectories
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The time dependent properties of a system made of N atoms are fully defined 
by the 6N mechanical degrees of freedom of the system (microstate):

These are 6N coordinates in phase space. The locus of the points in phase space is 
called trajectory.



Phase space and trajectories
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The time dependent properties of a system made of N atoms are fully defined 
by the 6N mechanical degrees of freedom of the system (microstate):

These are 6N coordinates in phase space. The locus of the points in phase space is 
called trajectory.

Harmonic 
oscillator

One coordinate of 
one atom in an 
MD simulation
over a fraction of 
femtosecond
(collisions+long 
range effects)

How do we make sense out of all the information we will produce through the MD 
simulation, i.e. the trajectories of all those atoms?



Connection to thermodynamics
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E, H, A are extensive quantities, T, P, μ intensive.
Statistical mechanics relates macroscopic properties of a system with microscopic 
variables through averaging. It links the degrees of freedom of atoms in a system to 
the thermodynamic quantities that describe it (pressure, volume…)
Statistical thermodynamics describes the behavior of systems in equilibrium

Although in MD we can keep track of the motion of N atoms, knowledge of their 
individual trajectories does not give us much information on the properties of the full 
crystal unless we rely on statistics. Here statistical thermodynamics comes out VERY 
handy.

Basic thermodynamics quantities:



Statistical mechanics
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Macrostate: the thermodynamic state of a system. It depends on the constraints acting 
on it: (N, V, T) or (N, P, T)

Microstate: instantaneous value of internal variables (at time t the positions and 
momenta of the N atoms).  Microstates change with time as the system evolves
 



Ensemble average
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One can also keep track of the number of times a system goes back to a given 
configuration

probability 
density

The probability density will depend on the constraint imposed on the system.

Instead of following the same system for a very long time, we create a large number 
(ensemble) of identical systems and let them evolve independently.  Although identical, 
systems will be in different states. 

The idea of Gibbs was to substitute averages in time with averages over configurations, i.e. 
averages over the number of states that the system will be in.

To connect microstates with macrostates the most intuitive idea is to take time 
averages: 

number of time a system
was in a given configuration



Ensemble average
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For continuum systems the sum becomes an integral. So to be proper:



Ergodicity
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Weighting functions
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Consider the probability ρα of being in a certain state. We cannot tell which factors 
influence the probability, how this probability depends for instance on thermodynamic 
variables.
 
Let’s assume that we can introduce a weighting function wα, which will tell us how 
thermodynamics influences the probability, and we assume the probability to be 
proportional to the weighting function

partition function:

The average of a quantity is then given by: 

Each ensemble is characterized by a given set of constraints and by different weighting 
functions and partition function.

Given that: 



Canonical ensemble
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The canonical ensemble is a collection of systems with 
constant number of particles, volume, and temperature 
(NVT)

We can evaluate the relative probability of two states (configurations):

If the potential energy depends only on position the two integrals over 
momenta and positions can be separated  and multiplied with each other

Link to thermodynamics through the Helmholtz free energy:



Canonical ensemble (NVT)
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Important result! Used in MD to calculate the temperature

The integrals can be evaluated analytically

Only positions

Only momenta

Gaussian integral

Pressure



Microcanonical ensemble
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The microcanonical ensemble is a collection of systems with constant particles, 
volume, and energy (NVE), a standard choice in MD simulations.

connection with 
thermodynamics

All states for which E is the prescribed value are equally probable, all other states forbidden  

What is constant and what fluctuates at equilibrium?



Microcanonical ensemble
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connection with 
thermodynamics

What is constant and what fluctuates at equilibrium?

N,V, E constant, K, U, P, T fluctuate around an average value

All states for which E is the prescribed value are equally probable, all other states forbidden  

The microcanonical ensemble is a collection of systems with constant particles, 
volume and energy (NVE). This is the ensemble of standard MD simulations



Comparing canonical and microcanonical
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System defined by the instantaneous microstate {E1, E2, E3} 
The total energy is E=E1+E2+E3=ε0 (n1+n2+n3)=9ε0

Suppose the instantaneous state is measured M times, then  the probability of an atom 
to be in state n is      : the number of times the atom was in state n divided by M
The average energy for each atom is
The average energy is  

For the microcanonical ensemble: E constant-> allowed states are {3,3,3}, {2,4,3}, 
etc. all with equal probability
Consistently with our idea of entropy the number of allowed states increases with E

For the canonical ensemble: all micro-states are possible but they have different 
probabilities. The probability of a microstate α is
The probable states are subset of all states.

εn =nε0



From statistical mechanics to MD 
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Important for MD simulations:
By keeping track of the velocities and positions of the atoms during the simulations 
for a certain time at equilibrium, we gain information on the macroscopic quantities 
of interest, as temperature and pressure.



Take home messages
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• Statistical mechanics provides us with a link between microscopic and 
macroscopic thermodynamics variables

• This allows us to calculate thermodynamic quantities in an MD simulation 
through averaging over time 

• Averages should be taken after the simulation has equilibrated, i.e. when 
quantities fluctuate around a constant mean



Create your own MD code
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1. Initialize positions (done!) and velocities (done)

2. Initialize energies (almost done) and forces (to be done today)

3. Apply the Verlet algorithm to find trajectories of atoms (next class)

4. Calculate forces and energies at new positions (next class)



Careful with reduced units

34



InitMDLJ
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In class exercise 1
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Calculate the energy (lattice sums) and the forces on each atom, for a periodic 
FCC crystal  with interatomic interactions described by Lennard-Jones. Use the 
minimum image convention to compute the forces. 

Reminder: Lennard-Jones potential and forces in reduced units
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In class exercise 1
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Force acting on an atom at a given time for a Lennard-Jones potential in 
reduced units:   



fLJsum.m   part1    
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fLJsum.m   part2    
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