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Summarizing Performance Data
Confidence Intervals

Important

Easy to Difficult

Warning: some mathematical content

Slide set based on Jean-Yves Leboudec’s teaching material, see http://perfeval.epfl.ch/ 

with changes and additions by Michele Zorzi



What is Performance Evaluation ?

Characterizing quantitatively the service provided by a system 
(e.g., computer or communication)

Throughput, delay, energy consumption, memory, resources, …

Purpose(s) of performance evaluation
Compare competitive solutions

Provide dimensioning guidelines

Test design in realistic conditions

Identify performance problems and study behaviors and trends

Tools for PE: analysis, simulation, experimentation

Importance of carefully defining load, metrics and goals

Importance of understanding factors and patterns
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How do you quantify: 

Central value of the data (often the best estimate)

Dispersion (accuracy of the estimate)

Note: the load pattern is the same in the two cases (paired experiment)
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1  Summarizing Performance Data

old new
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Histogram is one answer (empirical pdf)

old new
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ECDFs allow easy comparison

old
new
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ECDFs allow easy comparison

old
new
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ECDFs allow easy comparison

old
new
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Summarized Measures

Median, Quantiles
Median  

Quartiles

P-quantiles (see http://www.stat.wisc.edu/~wardrop/courses/chap12.pdf)

(Sample) Mean and standard deviation (computed from data)
Mean

Standard deviation 

What is the interpretation of standard deviation ?

A: if data is normally distributed, with 95% probability, a new data sample lies in 
the interval 

Also Chebyshev’s inequality



Example
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mean and standard deviationquantiles
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Coefficient of Variation Summarizes Variability

Scale free (invariant to change of scale)

Second order

For any data set with n samples, we have  

Does not exist if infinite variance (heavy tailed r.v.)

Exponential distribution: CoV =1

What does CoV = 0 mean ?  



Jain’s Fairness Index is an Alternative to CoV

Quantifies fairness of x;

Ranges from

1: all xi equal

1/n: maximum unfairness

Fairness and variability are 
two sides of the same coin
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2. Confidence Intervals

Any measured performance metric is a random variable, and is 
therefore only an estimate of the real value

We need to quantify the reliability of such estimate

The accuracy of an estimate is measured with the confidence 
intervals

There is a confidence interval for every summarized quantity

Confidence interval is defined by a confidence level (e.g., 95%)

It is an interval which contains the true value with that probability

No simulation result is meaningful without confidence
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Confidence Intervals for Mean of Difference

Continuation of the previous example

Mean reduction = 

Good gain, but large uncertainty

0 is outside the confidence intervals for mean and for median: we can conclude 
that there is a positive gain

Confidence interval for median
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Confidence intervals in performance results
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Computing Confidence Intervals

How to compute the confidence intervals depends on the quantity being 
studied and on the assumptions we can make about the data

It is fairly simple in general if we can assume that the data comes from an 
Independent and Identically Distributed (iid) model

We will discuss the case of dependent data later

Also, we assume that the data follows a well-defined (though unknown) F(x)

Note that the confidence interval is not unique in general
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CI for median (or percentiles)

The simplest of all. Median is defined as middle data point (average of the 
two middle points if the data set contains an even number of data points)

Robust: always true provided iid assumption holds (critical)
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CI for mean and Standard Deviation

This is another, most commonly used method

It refers to mean and variance instead of percentiles

It requires some assumptions to hold, in addition to iid

Typically, gaussian data or finite variance and large n

may be misleading if they do not hold, need to check

Unlike for median and quantiles, there is no exact theorem in this case, but 
the results are asymptotic and/or heuristic.
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CI for mean, asymptotic case

If  central limit theorem holds
(in practice: n is large and distribution is not “wild”)
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Gaussian quantiles
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Example

n =100 ; 95% confidence level

CI for mean: 𝑚± 1.96
𝑠

𝑛

amplitude of CI decreases in 
1/ 𝑛

compare to prediction 
interval 



We test a system 10’000 times for failures
and find 200 failures: give a 95% confidence 

interval for the failure probability 𝑝.
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We test a system 10’000 times for failures
and find 200 failures: give a 95% confidence 

interval for the failure probability 𝑝.
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Confidence Interval for Success Probability

Problem statement: want to estimate proba of failure; observe n outcomes; 
no failure; confidence interval ?

Example: we test a system 10 times for failures and find 0 failures: give a 
95% confidence interval for the failure probability 𝑝.

Is this a confidence interval for the mean ? (explain why)

The general theory does not give good results when mean is very small
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Check on the web: “rule of three” 

Also read the article at http://www.pmean.com/01/zeroevents.html 
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Bootstrap Percentile Method

A heuristic that is robust (requires only iid assumption)

But be careful with heavy tail, see next

but tends to underestimate CI

Simple to implement with a computer

Idea: use the empirical distribution in place of the theoretical (unknown) 
distribution 

For example, with confidence level = 95%:

the data set is S=

Do r=1 to r=999

(replay experiment) Draw n bootstrap replicates with replacement from S

Compute statistic Tr as a function of these replicates

Bootstrap percentile estimate is (T(25), T(975))  

See Ross, pp. 126-133



Confidence Interval for statistical indices

Use of bootstrap if data is iid

Try to prove it (hint: start from the proof of Theorem 2.4.1 – will see it later)

The method can be used for any choice of the statistic
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Take Home Message

Confidence interval for median (or other quantiles) is easy to get from the 
Binomial distribution

Requires iid

No other assumption

Confidence interval for the mean

Requires iid

And

Either if data sample is normal and n is small

Or data sample is not wild and n is large enough

The bootstrap is more robust and more general but is more than a simple 
formula to apply

Confidence interval for success probability requires special attention when 
success or failure is rare

We need to verify the assumptions 



3. The Independence Assumption
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Confidence Intervals require that we can assume that the data comes from 
an iid model

Independent Identically Distributed

How do I know if this is true ?

Controlled experiments: draw factors randomly with replacement

Simulation: independent replications (with random seeds)

Else: we do not know – in some cases we will have methods for time series



Example

Pretend data is iid: CI 
for mean is [69; 69.8]

Is this biased ?

How to check for 
correlation? Look at the 
ACF (see black curve)
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data ACF



Lag plot
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Lag plots show correlation between
shifted versions of the same data sequence



What happens if data is not iid ?

If data is positively correlated
Neighboring values look similar

Frequent in measurements

CI is underestimated: there is less information in the data than one 
thinks

Possible solution:

Subsample the data so that the correlation is broken

Periodic vs. Random sampling

data looks more similar to iid but there is less data

For certain data (called long-range dependent) this does not work

Try to model the correlation explicitly (e.g., see Example 2.4 in the book)
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Example
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Further discussion

Monte-Carlo vs. Event-driven simulations
Effect of correlation

What is a run in this case?

How to compute CI?

When to stop a simulation?
Rigorous approach from theory

Some empirical techniques

How to improve CI?
Run more samples: obvious but not always possible

Variance reduction techniques: tricks to improve accuracy
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