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OVERVIEW
🙋 So what is RAG, anyways?

💅💣 The Barbenheimer RAG System

🔗 Why LangChain?

🧩 3 Easy Pieces!

❓ Conclusions, QA



SO ... RAG



ASKING LLMS QUESTIONS



CONSIDER QUESTION ANSWERING

Question-Answering (QA)

LLMs will answer your questions!

But they often ... hallucinate 

“Retrieval Augmented” QA

Look up more info & sources

Put it in the answer!



RETREIVAL AUGMENTED GENERATION

Retrieval

Retriever: an interface that returns

documents given a query

Augmented

Prompt augmentation: Providing

additional context/info in the prompt to

improve performance

Generation

Well, GPT, GenAI, etc. 
Prompt: Retrieval Augmented Generation



  BARBENHEIMER RAG SYSTEM



ChatGPT, GPT-4

As of my last update
in September 2021,
Ryan Gosling had not
appeared in a film
titled "Barbie."

Was Ryan Gosling
good in Barbie?

INPUT OUTPUT



Was Ryan Gosling
good in Barbie?

INPUT



I need to know
which movies

you’re referring
to first ...

Did these movies
explore themes of
existentialism?

INPUT OUTPUTChatGPT, GPT-4



Did these movies
explore themes of
existentialism?

INPUT



Did these movies
explore themes of
existentialism?

INPUT



Did these movies
explore themes of
existentialism?

INPUT



Chat Model 
(meta-llama/Llama-2-13b-chat-hf)

Hugging Face Local Resources

Ryan was ...Was Ryan Gosling
good in Barbie?

INPUT OUTPUT



Was Ryan Gosling
good in Barbie?

INPUT



[0.1, 0.4, -0.6, ...]

Was Ryan Gosling
good in Barbie?

Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Hugging Face Local Resources

Find Nearest 
Neighbours

(cosine similarity)

Vector DatabaseApp Logic

INPUT

“Was Ryan Gosling...”



[0.1, 0.4, -0.6, ...]

Was Cillian Murphy
good in Oppenheimer?

Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Hugging Face Local Resources

Find Nearest 
Neighbours

(cosine similarity)

Vector DatabaseApp Logic

INPUT

“Was Cillian Murphy...”



[0.1, 0.4, -0.6, ...]

Did these movies
explore themes of
existentialism?

Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Hugging Face Local Resources

Find Nearest 
Neighbours

(cosine similarity)

Vector DatabaseApp Logic

INPUT

“Did these movies...”



[0.1, 0.4, -0.6, ...]

Ryan was ...

Was Ryan Gosling
good in Barbie?

Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Hugging Face Local Resources

Find Nearest 
Neighbours

(cosine similarity)

Vector DatabaseApp Logic

INPUT

“Was Ryan Gosling...”



[0.1, 0.4, -0.6, ...]

Ryan was ...

Was Ryan Gosling
good in Barbie?

Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Hugging Face Local Resources

Find Nearest 
Neighbours

(cosine similarity)

Vector DatabaseApp Logic

INPUT

“Was Ryan Gosling...”



Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Chat Model 
(meta-llama/Llama-2-13b-chat-hf)

Hugging Face Local Resources

[0.1, 0.4, -0.6, ...]

Prompt Templates

Use the provided context to answer the user's query. 

You may not answer the user's query unless there is specific
context in the following text.

If you do not know the answer, or cannot answer, please respond
with "I don't know".

Context:
{context}

User Query:
{user_query}

Was Ryan Gosling
good in Barbie?

INPUT

“Was Ryan Gosling...”

Find Nearest 
Neighbours

(cosine similarity)

Vector DatabaseApp Logic

🦙



[0.1, 0.4, -0.6, ...]

Use the provided context to answer the user's query. 

You may not answer the user's query unless there is specific
context in the following text.

If you do not know the answer, or cannot answer, please respond
with "I don't know".

Context:
{context}

User Query:
{user_query}

Was Ryan Gosling
good in Barbie?

Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Chat Model 
(meta-llama/Llama-2-13b-chat-hf)

Hugging Face Local Resources Prompt Templates

INPUT

“Was Ryan Gosling...”

Find Nearest 
Neighbours

(cosine similarity)

Vector DatabaseApp Logic

🦙



Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Chat Model 
(meta-llama/Llama-2-13b-chat-hf)

Hugging Face Local Resources

[0.1, 0.4, -0.6, ...]

Prompt Templates

Use the provided context to answer the user's query. 

You may not answer the user's query unless there is specific
context in the following text.

If you do not know the answer, or cannot answer, please respond
with "I don't know".

Context:
{context}

User Query:
{user_query}

Was Ryan Gosling
good in Barbie?

INPUT

“Was Ryan Gosling...”

Find Nearest 
Neighbours

(cosine similarity)

Vector DatabaseApp Logic

🦙



Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Chat Model 
(meta-llama/Llama-2-13b-chat-hf)

Hugging Face Local Resources

Vector Store

Find Nearest 
Neighbours

(cosine similarity)

Return document(s) 
from 

Nearest Neighbours

[0.1, 0.4, -0.6, ...]

Prompt Templates

Vector DatabaseApp Logic App Logic

Use the provided context to answer the user's query. 

You may not answer the user's query unless there is specific
context in the following text.

If you do not know the answer, or cannot answer, please respond
with "I don't know".

Context:
{context}

User Query:
{user_query}

Context: I hated him!

Context: He had great Kenergy!

Context: He was not Kenough!

Context: I loved him!

Ryan was ...

Was Ryan Gosling
good in Barbie?

INPUT

“Was Ryan Gosling...”

🦙



Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Chat Model 
(meta-llama/Llama-2-13b-chat-hf)

Hugging Face Local Resources

Vector Store

Find Nearest 
Neighbours

(cosine similarity)

Return document(s) 
from 

Nearest Neighbours

[0.1, 0.4, -0.6, ...]

Prompt Templates

Vector DatabaseApp Logic App Logic

Use the provided context to answer the user's query. 

You may not answer the user's query unless there is specific
context in the following text.

If you do not know the answer, or cannot answer, please respond
with "I don't know".

Context:
{context}

User Query:
{user_query}

Context: I hated him!

Context: He had great Kenergy!

Context: He was not Kenough!

Context: I loved him!

Ryan was ...

Was Ryan Gosling
good in Barbie?

INPUT

OUTPUT

“Was Ryan Gosling...”

🦙



🔗 SO LANGCHAIN ... WHY?



“LLMs in isolation is often insufficient for creating a
truly powerful app - the real power comes when you

can combine them with other sources of
computation or knowledge.” 

~ Harrison Chase, Creator of LangChain

https://twitter.com/hwchase17


Chain - THE Abstraction
Connect stuff to other stuff

Vector Store

Find Nearest 
Neighbours

(cosine similarity)

Return document(s) 
from 

Nearest Neighbours

Vector DatabaseApp Logic App Logic



Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Chat Model 
(meta-llama/Llama-2-13b-chat-hf)

Hugging Face Local Resources

Vector Store

Find Nearest 
Neighbours

(cosine similarity)

Return document(s) 
from 

Nearest Neighbours

[0.1, 0.4, -0.6, ...]

Prompt Templates

Vector DatabaseApp Logic App Logic

Use the provided context to answer the user's query. 

You may not answer the user's query unless there is specific
context in the following text.

If you do not know the answer, or cannot answer, please respond
with "I don't know".

Context:
{context}

User Query:
{user_query}

Context: I hated him!

Context: He had great Kenergy!

Context: He was not Kenough!

Context: I loved him!

Ryan was ...

Was Ryan Gosling
good in Barbie?

INPUT

“Was Ryan Gosling...”

🦙



LET'S BREAK IT DOWN



🧩 3 EASY PIECES

IMDB Data Preparation1.

Creating an Index2.

Building a Retrieval Chain3.



TASK 1: DATA PREPARATION

Download IMDB data1.

Load CSV2.

Parse CSV3.

Chunk text4.

Documents

Raw Source
Documents

App Logic Chunked Documents



TASK 2: CREATING AN INDEX

Embedding Model 
(sentence-transformers/all-MiniLM-

L6-v2)

Hugging Face Local Resources

Vector Store

Vector Database

Documents

Raw Source
Documents

App Logic Chunked Documents

App Logic

["The movie was ...", ...]

[0.1, -0.5, ...]

Select vector store1.

Create embeddings2.

Set up embedding cache3.



SETTING UP OUR INDEX!

Presented by

Chris Alexiuk, LLM Wizard 🪄



Make LLM small1.

Make a 13B parameter model run on less than  15 GB of GPU RAMa.

b.

Retrieve answers2.

Return sources 3.

TASK 3: BUILDING A RETRIEVAL CHAIN



Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Hugging Face Local Resources

[0.1, 0.4, -0.6, ...]

User Query:
{user_query}

Was Ryan Gosling
good in Barbie?

INPUT

“Was Ryan Gosling...”

Find Nearest 
Neighbours

(cosine similarity)

Vector DatabaseApp Logic



Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Chat Model 
(meta-llama/Llama-2-13b-chat-hf)

Hugging Face Local Resources

[0.1, 0.4, -0.6, ...]

User Query:
{user_query}

Was Ryan Gosling
good in Barbie?

INPUT

“Was Ryan Gosling...”

Find Nearest 
Neighbours

(cosine similarity)

Vector DatabaseApp Logic

🦙



Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Chat Model 
(meta-llama/Llama-2-13b-chat-hf)

Hugging Face Local Resources

Vector Store

Find Nearest 
Neighbours

(cosine similarity)

Return document(s) 
from 

Nearest Neighbours

[0.1, 0.4, -0.6, ...]

Prompt Templates

Vector DatabaseApp Logic App Logic

Use the provided context to answer the user's query. 

You may not answer the user's query unless there is specific
context in the following text.

If you do not know the answer, or cannot answer, please respond
with "I don't know".

Context:
{context}

User Query:
{user_query}

Context: I hated him!

Context: He had great Kenergy!

Context: He was not Kenough!

Context: I loved him!

Ryan was ...

Was Ryan Gosling
good in Barbie?

INPUT

“Was Ryan Gosling...”

🦙



Embedding Model 
(sentence-transformers/all-

MiniLM-L6-v2)

Chat Model 
(meta-llama/Llama-2-13b-chat-hf)

Hugging Face Local Resources

Vector Store

Find Nearest 
Neighbours

(cosine similarity)

Return document(s) 
from 

Nearest Neighbours

[0.1, 0.4, -0.6, ...]

Prompt Templates

Vector DatabaseApp Logic App Logic

Use the provided context to answer the user's query. 

You may not answer the user's query unless there is specific
context in the following text.

If you do not know the answer, or cannot answer, please respond
with "I don't know".

Context:
{context}

User Query:
{user_query}

Context: I hated him!

Context: He had great Kenergy!

Context: He was not Kenough!

Context: I loved him!

Ryan was ...

Was Ryan Gosling
good in Barbie?

INPUT

OUTPUT

“Was Ryan Gosling...”

🦙



COMPLETING THE RAG!
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CONCLUSIONS

LLMs should be fact-checked  !

RAG ~ QA with prompts augmented by retrieval

� Making a 13B parameter SOTA LLM is cool!

💅 Not Kenough data

💣 Oppenheimer gave existentialist vibes 



QUESTIONS THAT WE CAN ANSWER?

Prompt: Retrieval Augmented Generation Prompt: Retrieval Augmented Question Answering

Thank you!


