
Call for applicants, research project at Max Planck Institute
for Intelligent Systems

In this call, we propose two research projects to be carried out at Max Planck Institute for Intelligent
Systems, Tübingen, Germany.

The research group Physics for inference and Optimization (website link), is looking for talented
applicants for a paid internship with duration of 4 to 6 months, which may be suitable both for a
stand-alone research project or a master’s thesis. The projects are described in the next page.
As a special point of interest, we want to highlight our care for the inclusion of minorities, in its
broadest connotation, and particularly address members of such minorities in this call. Among these,
but definitely not as a comprehensive categorization, we include women, non-binary individuals, and
ethnic minorities. Our drive for inclusion has already yielded effects in the past, as the composition
of our group can prove.

In conclusion, we especially encourage members of underrepresented communities to apply for this
position, should the call be of their interest.
Please, do also feel free to contact us directly and informally in the first place, at one of the following
email addresses:
nicolo.ruggeri@tuebingen.mpg.de
caterina.debacco@tuebingen.mpg.de

Sincerely,
Nicoló and Caterina

https://www.cdebacco.com/


Research Projects on Hypergraphs

In recent years, hypergraphs have emerged as a generalization of graph-type data [Battiston et al., 2020].
Their popularity has been growing thanks to their ability to represent higher-order interactions, which
are often observed in a variety of contexts. Some examples are individuals interacting in groups,
co-voting patterns and scientific collaborations, as well as specific applications, such as protein inter-
actions. As a consequence, recent works expand several classical concepts from the graph literature
to hypergraphs, e.g. percolation, syncronization or contagion dynamics. The following proposals deal
with two under-explored areas in the hypergraph literature.

Skills required: linear algebra, statistics and probability, basic coding (Python main libraries).
Supervisors: Caterina De Bacco (website), Nicoló Ruggeri (website), Martina Contisciani (website).

Community Detection on Hypergraphs: Incorporating Covariate Informa-
tion

Community detection, the problem of finding hidden clusters of similar nodes, has been only recently
investigated for the case of hypergraphs [Contisciani et al., 2022, Chodrow et al., 2021, Chodrow et al., 2022],
including ongoing work performed in our research group [Ruggeri et al., 2022a, Ruggeri et al., 2022b,
Ruggeri et al., 2023, in preparation]. These works suggest that it is possible to build efficient and
effective inference models for community detection based only on the structural properties of hyper-
graphs. However, usually hypergraph data come with extra information, as node attributes, which
is not accounted for in all these recent methods. Similarly to previous approaches on graph-type
data [Contisciani et al., 2020], it is believed that incorporating covariate information could poten-
tially boost the quality of inference. Hence, the need for approaches that are capable of incorporating
this extra information.

In this project, we aim at combining the intuitions from previous works [Contisciani et al., 2022,
Contisciani et al., 2020] to perform community detection on hypergraphs incorporating additional
covariate information.
The project will require developing the mathematical model, deriving a procedure for performing
parameter inference, coding the algorithmic implementation and anything related to data analysis of
both synthetic and real data.

Node and Hypergraph Embedding

A standard way to perform downstream tasks on graphs is to perform node or graph embedding
[Hamilton, 2020]. These two tasks consist of extracting a numerical vector representation (embedding)
for every node in the graph, or a single representation for the whole graph, respectively. Famous ex-
ample algorithms that perform these tasks are Node2Vec [Grover and Leskovec, 2016] and Graph2Vec
[Narayanan et al., 2017].

In this project, we aim at performing the first studies on the feasibility, utility, and effectivity of
node embedding on hypergraphs, and/or of hypergraph embedding. The starting point for developing
our method will be current work on graph embedding [Hamilton, 2020], random walks and inference
on hypergraphs [Battiston et al., 2020, Contisciani et al., 2022], as well as the existing literature on
hypergraph embedding [Zhou et al., 2006, Sun et al., 2021, Maleki et al., 2022].
The project will require exploring the current literature on the topic, with the goal of developing
the first mathematical model, as well as the training/inference procedure, coding the algorithmic
implementation and anything related to data analysis of both synthetic and real data.

https://www.cdebacco.com/
https://nickruggeri.github.io/
https://pio.is.mpg.de/person/mcontisciani
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