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Foreword

These notes are based on a second year course of Calculus for Engineering. The main goal is to get
students familiar with tools and methods of Calculus for functions of several real variables or, shortly,
of vector variable. Topics include bases of Topology of R? — mainly focusing on the operation of
limit — Differential Calculus — focusing in particular on optimization problems — Vector Fields, Integral
Calculus, Differential Equations — focusing on qualitative methods — and Holomorphic functions, that is
differentiability for functions of complex variable.

As said, our goal is to help students to familiarize with tools and methods. Therefore, proofs are
proposed only when their technical level is not excessive and they provide some insight into what the
corresponding statements say. Sometimes, proofs are proposed with extra assumptions than what actually
needed just to simplify them and to get quickly to the point. Other times proofs are just ”sketch” of proofs,
that is not formally rigorous proofs that could be made 100% true proof with some technical work (omitted
here). Yet, the goal is to help to understand “why”, rather than providing a complete view of the matter.
I know this approach is controversial. In my experience, it works better for students who do not have a
specific interest in the matter itself and that, nonetheless, need to learn tools to understand their curricular
disciplines.

A good number of solved problems is proposed throughout the notes, as well as several exercises
(without solution) at the end of each Chapter. The student is encouraged to try to solve problems right
after the first few examples have been shown in class. A * legend to distinguish between different levels
for examples and exercises:

e (x) denotes the basic level, that is the minimal and easiest level, where the focus is mostly on
the understanding of the definitions, being able to apply them on simple cases without particular
technical skills required.

o (xx) denotes the intermediate level, that is the level expected for the majority of the students.
Here the focus is on applying the theory to solve complex problems that, however, require the
application of standard procedures. A (x++) indicates the presence of technical difficulties.

e (xxx) denotes the advanced level, that is a level that denotes a deep comprehension of the main
ideas behind the theory, including being able to organize an abstract argument (a proof) of a
general property.

To help the student with conceptual maps, a number of “checklist” is proposed. They are useful to quickly
remind “what to do” to respond to a certain question. The checklists are helpful to reach the intermediate
level, but they cannot replace the critical approach which is always required.

A final note. The notes contain a large number of errors of any type (mathematics, english, typos,
etc). Each student can participate to make these note better for the next students will come by pointing
out these. Thanks, and good luck with your job! May the wind be always at your back!



Contents

Chapter 1. Euclidean Space R? 1
1.1. Euclidean norm 2
1.2. Limit of a sequence 5
1.3. Limit of a function 7
1.4. Computing limits 10
1.5. Basic Topologial Concepts 18
1.6. Weierstrass’ Theorem 22
1.7. Intermediate values theorem 24
1.8. Exercises 25

Chapter 2. Differential Calculus 29
2.1. Directional derivative 29
2.2. Differentiability 31
2.3. Extrema 35
2.4. Taylor’s formula 41
2.5. Classification of stationary points 43
2.6. Convexity 47
2.7. Constrained Optimization 48
2.8. General Lagrange’s multipliers theorem 56
2.9. Exercises 59

Chapter 3. Vector fields 63
3.1. Definitions 63
3.2. Irrotational fields 65
3.3. Line Integral 67
3.4. Exercises 73

Chapter 4. Differential Equations 77
4.1. First order scalar equations 77
4.2. Global and local existence and uniqueness 79
4.3. Qualitative Study of Scalar Equations 84
4.4. Systems of Differential Equations 88
4.5. Autonomous systems 90
4.6. Autonomous Linear Systems 92
4.7. Non Linear systems: First Integrals 96
4.8. Differential Equations of order n 103
4.9. Conservative Newton’s equations 105

4.10. Exercises 108



4

Chapter 5. Multiple Integrals
5.1. Measure of a trapezoid
5.2. Integral
5.3. Reduction formula
5.4. Change of variable
5.5. Barycenter, center of mass, inertia moments
5.6. Green’s formula
5.7. Exercises

Chapter 6. Surface integrals
6.1. Parametric Surfaces
6.2. Area of a parametric surface
6.3. Surface Integral
6.4. Flux of a vector field
6.5. Divergence theorem
6.6. Stokes’ formula
6.7. Exercices

Chapter 7. Holomorphic functions
7.1.  Introduction
7.2. Elementary functions
7.3. C—differentiability
7.4. Cauchy—Riemann conditions
7.5. Cauchy Theorem
7.6. Cauchy’s formula and analiticity of holomorphic functions
7.77.  Zeroes of holomorphic functions
7.8. Isolated singularities
7.9. Residues Theorem
7.10. Applications to generalized integrals
7.11. Exercises

113
114
117
118
125
133
135
138

141
141
144
146
149
152
158
160

163
163
163
168
170
173
176
178
179
183
185
194



CHAPTER 1

Euclidean Space R?

The most important tools of Mathematical Analysis are the operations of limit, derivative and integral.
In the first course of Calculus, we introduced these concepts for numerical functions of numerical variable,
namely for f = f(x) : D ¢ R — R. The scope of this course is to extend, as much as possible, these
operations to functions f = f(xy,...,x4) of an array real variables. This Chapter is essentially devoted
to extend the operation of limit. Differential and Integral Calculus will be the focus of next Chapters.

There are many good reasons to extend Calculus in this direction. First of all, our physical world is a
multidimensional world: to describe a position in space we need 3 coordinates, that is an array of three
numbers. Any quantity depending on the position is a function of (at least) three variables. If we add
time, then we have functions of four variables (example: temperature and pressure at any point of the
atmosphere). The number of variables can be higher.

The configuration of a solid body in three dimensional space can be described using 6 coordinates: the
3 coordinates of the centre of mass, say (xps, ya, zp) and the 3 angles (a, B, v), thus by a unique array
(xMm»>YM>2ZMm, @, B,y) of 6 numbers. Other examples can be easily found in common real world situations
as, for instance, any business activity depending on N different parameters. If arrays of numbers are a
natural way to describe systems, functions that associate to an array a number or another array of numbers
are also natural objects, and Calculus tools can be an effective way to tacke several problems. We will
illustrate some of them in the following Chapters.

Chapter requirements: basic knowledge of vector spaces, limits for functions of one real variable, and
continuity for functions of one real variable.

Learning objectives:

e (basic *) norm (what is? how it works?), computing simple limits for sequences of vectors and
for functions of vector variable.

¢ (intermediate, **) computing limits, classifying topological properties of sets (open, closed,
bounded, compact, connected).



e (advanced, #xx) solving problems and proving properties with non standard arguments.

1.1. Euclidean norm

It is convenient to look at arrays (x1, .. .,xs) made of d real numbers, as elements of a set,
R :={(x1,...,xq) : x;€R, i=1,...,d}.
Elements of R4 are also called vectors and, in this course, they will be denoted as
X = (x1,...,xq).

There is no universal agreement on this notation. Some authors denote vectors just by normal letters as
X, Y, z, others use a boldface notation as X, y, z. So, pay attention to the notations when you switch from
a book to another!

On R4 two natural algebraic operations are defined: a sum and a product by scalars, defined as

X1y ee s Xxa) + Visee s ya) = X1+ Y1, xa+ya), Axy, ..., xq) = (Axy,...,Axgq).
For example
(1,2,3)+(-1,2,-5) = (1 + (-=1),2+ 2,3+ (-5)) = (0,4, -2),
and
4(1,2,3) = (4,8,12), -2(1,2,3) =(-2,-4,-6).
Notice that (—1)X = —X.

Warning 1.1.1

We cannot sum vectors with different number of components. For example
(1’ 2, 3) + (_1’ 2)

does not make any sense.

You may notice that here we are using symbols like + with different meanings: X+ y is the sum of vector X
with vector y, while the + in the components of vectors is the usual sum of real numbers. In principle, we
should use different notations for the two sums, but this would make everything much heavier. Notations
naturally suggest of which operation we are talking about. So, X + y is the sum of vectors, x + y is the
sum of numbers.
The set R? equipped with sum of vectors and product by scalars is what in Libean Algebra is called
a vector space. This means that the sum of vectors is
i) commutative: X +y =y +X,VX,y € RY,
ii) associative: (X +79)+Z=X+ (¥ +72),VX,y,Z € R,
iii) there is the zero vector 0 = (0,0, . . .,0) with the property that ¥ + 0 = X, V¥ € RY,
iv) every ¥ has an opposite element ¥ such that ¥ +y = 0 (if X = (x1,...,xq) then § =
(—x1,...,—xq)). We denote the opposite of X by —X.
In particular, the sum induces a difference operation defined as

X=y=X+(-Y) = (X1 =Y1,...,Xa — Ya)-

If now (X,) c R? and we want to say lim, X, = £ € R?, we need something analogous to the modulus to
measure the distance between X, and ¢. To grasp the idea, let us consider two vectors

X=(x1,x2), ¥y=(1,y2),
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in R2. Identifying ¥ with a point in the cartesian plane with coordinates x; and x, we can identify the
two vectors X and y with two points. The distance between these two points can be computed applying
the Pythagorean theorem (see figure 1.1), yielding to the value

dist(x, y) = \/le = yilP+ 2 = yof? = \/(xl = y1)?+ (2 = y2)*

Ix2-yal

ol Ix1-y1l 4l

This idea can be introduced in general on vectors of R4: given X = (x1,...,xg) and ¥y = (y1,...,Ya),
then

dist(%,y) =

Remark 1.1.2

Ifd =1, thenX = (x) and y = (y), and

dist(¥,§) = /(x = y)? =[x =yl

boils down to the absolute value of the difference x — y, which is the way we comoute distances
on the real line R.

The formula we introduced for dist(X, ¥) depends on differences of coordinates x; — y;, that is on the
components of X — ¥. So, it can be reduced to the following fundamental concept:

Definition 1.1.3: Euclidean norm

Given X = (x1,...,xq) € R, we call the euclidean norm of X the quantity

Since 2 x? > 0, the norm of X is well defined for every ¥ € R¢. The norm plays the same role as the
modulus of numbers in R:
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Proposition 1.1.4

Euclidean norm fulfils the following properties:
i) positivity: ||| > 0, VX € R?;
ii) vanishing: ||¥]| = 0iff ¥ = 0 := (0,...,0).
iii) homogeneity: ||A%|| = |1|||X]|, VA € R, VX € R4,
iv) triangular inequality: ||X + ¥|| < |IX]| + [|¥]l, V X, ¥ € R<.

Proor. 1) Positivity is evident: the square root of a positive number is always positive. ii) Let us check the
vanishing: we have,
d
€1 =0, & > 13=0, & xI=0,Vi, & x;=0,Vj=1,....d
Jj=1
iii) Homogeneity:

d d d
IAF = [ > ()2 = [ 22 > 62 = [aly| Y x2 = [AlIIFI.
j=1 j=1 j=1
iv) Triangular inequality: for convenience let us start by squaring everything and noticing that

d d d
- =112 2 2 2 =112 =112 . =112 =112 - -
IE+ 317 = "0+ )% = D O+ 33+ 2x5y) = FIP+ 1517 +2 > xjyy =2 IFI2 + 1517 + % - 5,
=1 = J=1
where we denoted by X - ¥ the scalar product of X and y (Rmk: X - ¥ is a scalar, that is a number, not a vector!). At
this point, we need the

Lemma 1.1.5: Cauchy-Schwarz inequality

(1.1.1) % - 5| < XTI, V&, 5 e R,

Proor. (Lemma) The conclusion is immediate if ||X|| = 0 or ||¥|| = 0. Indeed, if for example ||X|| = 0, then
(vanishing) X = 0. Hence, both X - ¥ and || X||||¥|| are = 0. So, we can assume ||X||, ||¥]| # 0. Formula (1.1.1) follows

once we prove
Z |x1| Iy,
1%l |Iy||

To prove this, we need an elementary (but important!) inequality:
1
ab < E(a2 +b?)
This inequality follows easily once we notice that it is equivalent to 2ab < a® + b, that is (a — b)?> > 0. Now,

setting a = :lx’” and b = :Iy§II: and summing on j, we have

2 2 d 2 d 2 - -
Z|x,||y,|<1 Yo\ B 2y :1(||x||2+||y||2):
SRNBT ™ 25 \IEP 715 ~ 2\ P 5P 12 11512

We can now return to the proof of the triangular inequality. By Cauchy—Schwarz inequality then,

S, =2 ") =12 S - =172 > o - -
1%+ 517 < [IXI17+ IY0° + 202151 = X+ 15ID7, = [1X+3l < IXl[+ ¥l B8



Euclidean norm is not the unique way to assign a length to vectors (see exercise 1.8.2).

1.2. Limit of a sequence

A sequence of R? is a sequence of vectors (X,) ¢ R%. Formally, as for numerical sequences, a
sequence is a function ¥ = X¥(n) : N — R?. We will continue use index notation X, instead of function
notation X(n). We recall that a sequence (x,) C R has lim,, ;o X, = € € R if

Ve>0,dNeN : |x,—f| <& VYn>=N.

This property says that the distance |x, — €| between x,, and the limit £ becomes arbitrarily small, provided
we take the index n sufficiently large. Replacing numbers with vectors and modulus with norm we get
the definition of limit for a sequence of vectors.

Definition 1.2.1: Finite limit

Let (X,) € RY. We say that
¥, —feRY, & Ve>0,ANeN : ||, -f|| <& Vn>N.

Equivalently,

X, — eRY, = lim || X, —fll =0.
n

(here, lim,, ||X, — 7 || is the usual numerical limit of the numerical sequence ||X,, — 7 D

Example 1.2.2: (x)

Q. Show that (% ﬂ) — (0, 1).

n

A. According to the definition, we have
2 2
1 1 1 1 1 1 2
Sl VOS] B | R L) 1,12
n n n n n2 n?2 n

We may look at a sequence of vectors (¥,) as a sequence of points moving in space R¢. Each vector has
d components, say

)_En = (xn,la cee ’xn,d),

so a natural question is: what happens to the components x,, ;?



Proposition 1.2.3: component-wise convergence

Let X, = (Xn.1,---,Xn,a), n € N. Then

X — = (b, ly), = xp; — €, Vj=1,....d.

The proof is left as exercise (see exercises at the end of the Chapter).

Example 1.2.4: (%)

Q.Cankx, = (%, 1_7", sin n) have a finite limit in R3?

A. The components of ¥, are

that ¥,, cannot have a finite limit in R3.

— 0, 1an = % — 1 — —1 and sinn, which has no limit. We conclude

As we know, for numerical sequences infinite limits as x,, — oo make sense. Now, +oo depends on
the particular structure of the real line R where, informally, —co is the left endpoint and +co is the right
one. In R?, with d > 2, left and right have no sense, so we need a new definition. The intuition is the
following: we say that X,, — oo (the infinite of R%) if the sequence goes at infinite distance from the
origin. Formally:

Definition 1.2.5: Infinite limit

Let (X,) c R? be a sequence of vectors. We say that

Xn —> g, &= |[Xnll — +oo.

Example 1.2.6: (x)

Q. Show that (n, %) — 009,

.......

Warning 1.2.7

The last example shows that differently from the case of finite limit, X,, —> o4 does not imply that
Xp,j—> o forall j=1,...,d.




1.3. Limit of a function

In this section, we extend the operation of limit to the case of vector valued functions of vector
variable. With this we mean functions

F=F@X:DcRY—R™

If m =1 (butd > 1) we say that F is a numerical function of vector variable and we use the notation
f(X) for such type of functions.

Example 1.3.1

Some vector valued functions of vector variable with their domains:

e f(x,y) :=x+y is a numerical function of vector variable f : D = R> — R;

e f(x,y) := v1 - (x%2 +y?) is a numerical function of vector variable defined on D = {(x,y) €
R? : 1-(x2+y%) >0} ={(x,y) eR* : ¥ +y> < 1}.

o ﬁ(x, y) := (x + y,xy) is a vector valued function of vector variable F:D=R?— R?%

. ﬁ(x,y) = (sin(x + y), e, log(xy)) is a vector valued function of vector variable F:Dc
R? — R3, where D = {(x,y) € R* : xy > 0}. Notice that xy > 0 if either x > 0 and y > 0 or
x<0andy<0,s0D={(x,y)eR?> : x>0,y>0 Vx <0,y < 0} (here V =or). O

Our goal is to define

lim F(¥) = £.

X-p
This setup is quite general and difficult to visualize with our physical intuition, usually limited to very
low dimensional spaces (as R? or R?). However, the definiton is the same no matter what domain R4 and
co-domain R™ are.

As for the one variable case, a limit makes sense only when the point p at which we compute the

limit is an accumulation point for the domain D. The definition of accumulation point is similar to that
in R:

Definition 1.3.2: Accumulation point

Let D ¢ RY. We say that p € R? U {co,} is accumulation point for D if
IXn) D, Xy # P, 2 Xn — P.

The set of all accumulation points of D is denoted by Acc(D).

We are now ready for the

Definition 1.3.3: Limit of a function

Let F: D c RY — R™ and j5 € Acc(D). We say that F has limit £ € R™ U {co,,} for X going
to p, and we write

if
(1.3.1) F(%,) — €, V(%,) c D\{p}, ¥ — P
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This definition has the advantage of covering all the possibilities: limits at a finite point (when p € R%),
at infinite (when p = co,;) and finite limits (when {e R™) or infinite limits (E = 0o).

The definition of limit of a function is pivotal in many applications. The first is that it allows to the
definition of continuous function:

Definition 1.3.4: Continuity

Let F = 17‘()?) : D cRY — R™, peDn Acc(D). We say that F is continuous at p if
lim F(%) = F(p).
x—>p

If F is continuous in any point of D we say that F is continuous on D and we write F € C(D).

Thus:

e if we know F is continuous at point p, then we can easily compute its limit for X — p: we just
compute F(p).
e to check continuity at point 5 we have i) to compute limy_, 5 F (X) and ii) check if it equals F (p)

Proposition 1.3.5: Component-wise continuity

Let F = (fis.--s fm) : D cRY — R™ (here, each f; : D c R4 —> R), and p € D N Acc(D).
Then

F= (fi,-.., fm) is continuous at p &= f; is continuous at p, Vj =1,...,m.

Continuity is preserved by manipulating functions through algebraic or composition operations. The
unique care is on the formal side. For example, we can sum/subtract functions if they are defined on the
same domain but, also, if they take values in the same co-domain (this because we cannot sum vectors of
different dimensions). We illustrate some of this properties in the next proposition:

Proposition 1.3.6

The following properties hold:
i) If F,G : D ¢ RY —> R™ are continuous at j, then
F + G is continuous at p.
i) If f: DcR?!— Rand G : D c R? —s R™ are continuous at j, then
f G is continuous at p.

iii) If F: D c RY — R™ is continuous at p and G:F (D) c R™ —s R is continuous at
F(p), then
G o F is continuous at p.

J

We omit the proofs (which are similar to the proofs of analogous properties for the continuity of functions
of real variable). Let us show some applications of these properties;



Example 1.3.7: polynomials ()

Q. Show that any polynomial, that is a sum of monomials of type cx]f‘xgz .- -de , is a well defined
and continuous functions on R,

A. Clearly each coordinate function X —— x; € C(R4), whence xf"

as a product of continuous functions.
Therefore, also cx]f L. -xfl" € C(Rd ), again as a product of continuous functions. From this it follows that

a polynomial, being the sum of continuous functions on R is therein continuous as well.

Example 1.3.8: (xx)

Q. Show that the Euclidean norm is continuous on R<.

A. Remind that
%]l = \Jx7 + ... +x% = g(f(X)),

where f(X) := x] +--- +x7 is a polynomial, and g(y) := /y. Now, by the Example 1.3.7, f € C(R?) and
since f > 0, we have that g( f(X)) is well defined for every X € R?. Since g € C([0, +o[), by the property
iii) of Proposition 1.3.6 we conclude that ||X|| = g o f(¥) € C(R%).

Example 1.3.9: (%)

| \.

Q. Determine the domain of continuity for the function f(x,y) = log(1 —x* — y?).

A. The function is defined on
Dz{(x,y)ER2 : 1—)c2—y2>0}={(x,y)GR2 C P4yt < l}.

On D, f is log of a polynomial 1 — x*> — y2, thus it is continuous on its domain.

Example 1.3.10: Linear maps (xx)

Q. Let A be an m X d matrix and define
ayy ... did X1 apnxy+---+aigxa
F(X) :=AX = :

aml ... amd Xd Am1X1 + -+ AmaXd

( F is called linear map and we write F e L(R4,R™), the set of linear maps from R to R™).
Show that F € C(R%).

A.Since F = (fi,... , fm)s Where f;(x1,...,Xxq) = ajixi+ - -+ajaxq € C(RY) (polynomial), j = 1,...,m,
we conclude that F € C(RY).




1.4. Computing limits

Compared to the limits of a single variable, the calculation of limits for vector-valued functions of
a vector variable can be extremely complicated. Because of the component-wise property of limits of
prop. 1.3, we can focus to the case of numerical functions of the vector variable, that is,

f=f& : DcR!—R.

So, we consider the problem of computing a limit
lim_f(X).
X—)p

In particular, we will consider the limit at p = 0 and p = oco4. Limits when X — 0 are important
in many problems and applications (for instance, they are fundamental in the definition of derivative).
Furthermore, by a standard change of variable, we can always transform any limit for ¥ — p € R into a

limit where the variable goes to 0:

Fi=x-p
=" lim f(p +7Y).
-0

lim_f (%)
X—p

This to say that it is not restrictive to consider just the two cases p = 0 and p = 004. As we will see, these
two cases are different but they can be handled with similar ideas.

1.4.1. Limits at 0. To fix ideas, let us start with the simplest but non trivial case of

fx,y).

(x, y) (0 0)
We assume that (0, 0) be an accumulation point for the domain D of f. Since
(x,y) — (0,0), = |l(x,y) = (0,0)]| = |(x,y)|| = yJx* + y* — O,

and this can happen iff both x, y — 0, we may start wondering if

. y)—>(0 O)f(x y) = hm (hm f(x, y)) = hm (hm f(x, y))

If this were the case, we could reduce the calculatlon of the limit to two one variable limits. To understand
whether this is true or not, let us focus on an example.

Example 1.4.1: ()

Q. Discuss existence and, if any, value of the limit,

lim L
(x,y)—0, x% + y2

A. Just for the sake of doing everything with great care at least once, here we have
Xy
flxy) = ﬁ, (x,y) € D =R*\{(0,0)}.

Clearly (0,0) € Acc(D) so the problem of computing the limit of f at (0, 0) makes sense. Now,

11rr6 (hm f(x, y)) = lim (hm zx_y) .

—0 \x—0 Xx +y2




Incidentally, notice that since both x, y — 0, in particular, x, y # 0, so everything is well defined. Moreover,
0-
lim {lim =2 | = lim —2— = lim 0 = 0,
y—0 \x—0 X2+ y2 y—0 0?2 + y2 y—0
and the same happens for the reversed order limit:
lim | lim —2— | = 0.
x—0 \y—0 x2 + y2

(there is no check to be done, flipping x and y nothing change). So fine, can we say that the limit exists and
it equals 0? Quite surprisingly, the answer is no! Let us see why!

y y

(xy) (xy)

(0,0) (0.0)

To understand the issue, let us think about on the meaning of the iterated limit
lim [ lim f(x, .
y—0 (x—»O f( y))

The innermost limit consider a point (x, y) where y is constant (and different from 0) and x — 0. Watching
this point in movement, we may imagine a point moving parallel to the x axis directed on the y axis. Then,
moving y — 0, it is like if we move the point vertically along the y—axis to the origin (0,0). However,
there are many other ways to go to (0, 0). For example, we could consider moving the point (x, y) along a
straight line through the origin with equation y = mx. In this case

(x,y) = (x,mx) — (0,0), = ||(x,mx)]| = |x|]V1+m? — 0, &< x— 0.

Here we have that
. . X - mx . m m
lim f(x,mx) = lim ——— = lim —— = ——.
x—0 x—0 x2 + (mx)2 x—0 1 +m? 1 +m?

Here we obtain something weird: depending on which is the way to go to (0,0), we may have different
limits. This should suggest that, in this case, the proposed limit does not exist.

The way we proceeded in the example was an attempt to reduce the calculation of the limit to a one-variable

limit. In fact, we may look at point (x, y) as a point in movement along a curve.

Definition 1.4.2: Curve

A curve is just a function

y=%) : I c R — R (I interval)

We say that y ¢ D if y(u) € D forevery u € I.
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Example 1.4.3: circle

A plane circle of radius r > 0 centered at (0, 0) can be described by

3 =%(6) := (rcos6,rsiné) : [0,27] — R2.

! y

(r cos .1 sin 6) (a+r cos 6,b+r sin 6)

{ab)

0,0)

Similarly, if the centre is (a, b) we can use ¥(0) := (a +rcos@,b +rsind), 0 € [0,2x].

Example 1.4.4: segment

In general, given X, ¥ € R?, the segment joining X to ¥ can be described through

Yw) =X +u(y-3) 1 [0,1] — RY,

Given a function f : D ¢ RY — R and a curve y C D, we call section of f along ¥ the function
foy:ICcR—R.

Intuitively, if f(X) has a limit £ for X — 0, then along any curve y that goes to 0 when u — ug, the
corresponding section of f will have limit £. This is the content of the next proposition:

Proposition 1.4.5: sectional property

Jlim f(F) =€ € RU {20} = lim f(¥(u)) =€, V¥ € D\{0}, : lim 7 (u) = 0.
= u—ug u—ug

Xx—0

This fact is useful to disprove that f has a limit. Indeed, if there are two sections ¥, ¥, C D\{6}, both
going to 0 for u — ug, and moreover

Jim f(71(w) # lim £(72())

then lim;_,q f(X) cannot exists. This is precisely what happened with the Example 1.4.1. Let us see
some other interesting example.
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Example 1.4.6: (xx)

Q. Show that

Xyz

lim
(x,y)—(0,0) xZ + y*

does not exist.

.X'y2 2
Fn) = g (63) €D =F\{(0,0))

The sections along the axes are f(u,0) = 0 — 0 and f(0,u) = 0 — 0 when u —> 0. Along the line

y = mx,

m2u3 m2M

u,mu) = = — 0, u — 0.
f( ) u? +mut 1+ m?u?
So we may think now that the limit exists and it equals 0.

y v

(au2,u)>f(au"2,u)

(umu)>f(u,mu)

However, when we section f along parabolas through the origin of equation x = ay?, we get

auzuz a

2 a
au”,u) = = — u— 0.
ACCRL) aut+ut a?+1 a2+1

In particular, this is different from O if a # 0. According to the sectional property the limit cannot exist.

So far we discussed how to use sections to disprove the existence of a limit. Let us now see how to show
existence and determine the value of the limit.

Example 1.4.7: (%)

Q. Compute

Xy2

(x,yl)l—>rn(0,0) x2+ y2 '

A. We start looking at f along standard sections. We have, f(x,0) = 0 — 0 for x — 0, so if the limit
exists it must be 0. This is confirmed by the y—axis section since f(0,y) = 0 — 0 for y — 0. This
says that if limit exists, then it must equals 0. But how to prove this? We know that few sections are not
sufficient.

Looking at f, we realize that both numerator and denominator are polynomials going to O when (x,y) —
(0,0). Thus, we have an indeterminate form %. We have to discuss how fast are numerator and denominator
going to 0. How can we do this? Recall that

(.X,y)—>(0,0), — ”(X,y)”: x2+y2_)0'




By writing (x, y) in polar coordinates,
X = pcosb,

y = psinb,
we can say that

\(x,y)—>(o,0) = p_>o.\

Now, ; )
6)(sin 6
f(x,y) = f(pcosb, psinf) = M = p(cos ) (sin 0)2,
P

and since sin, cos are bounded terms, we guess that f(x, y) — 0 when p — 0. Precisely,
|f(pcos@,psinb)| < |p(cos8)(sin6)?| < p,

or, equivalently,

Lf <1l
So, by the squeeze theorem, f(x,y) — O when (x,y) — (0,0), and this completes the proof that
lim(x’y)_)af =0.

In the example, we found a bound like

1f e < 11w
which yields lim,, y)—(0,0) f(x,y) = 0. More in general, if £ € R is such that

|f (e y) =€l < [[(x )

which yields lim(y y)— 0,0y f(x,y) = £. The important point is that at r.h.s. there is a function of || (x, y) ||
that goes to 0 when (x, y) — (0, 0). This extends to the following

Proposition 1.4.8

Let f=f(X):DcR?!—R with 0 € Acc(D). Suppose moreover that:
) £ = < gIxl),
ii) g(p) — 0 when p — 0+.
Then
lim f (%) = ¢.

Xx—0

Proor. We apply the definition 1.3: if (X,)) C D\{(S} is such that x¥,, — 0, then I%,]] — 0 and

N i) R i)
|f (%n) = €1 < g(lIXnll) — 0.
Therefore, by the squeeze theorem, f(X,) — ¢ — 0, that is, f(x,) — €. ]
We show an illustration of the previous result on a limit for a function of three variables. To this aim, we
need the analogous of polar coordinates for R3. These are three numbers (p, 8, ¢) where p is the distance

of (x,y,z) to 0. The other two are two angles determined as follows:
Given the cartesian coordinates (x, y, z) we denote by p the distance to 0, that is

p =l y. D)l = 2 )2+ 22



Then, we denote with ¢ € [0, 7] the angle made by the vector and the positive z—axis (the choice of
z—axis is conventional, we could indifferently choose the x as well as the y axes). By ordinary definition
of sine and cosine we have

Z Z Z
Z=pcos¢y, & cospp=—= —, . —
P X2 +y2 472 VX2 +y2 + 72
Finally, we project (x, y, z) on the plane xy, that is, we consider point (x, y,0). Let 8 € [0, 2n] be the
angle made by the vector (x, y, 0) and the positive x—axis. If r is its length, then

<= ¢ = arccos

x=rcosf, y=rsinf.
We notice that = p sin ¢, so
x=psingcosf, y=psingsinb,

and adding the previous relation for z we get,

X = psin ¢ cos b,

y=psingsind,

Z = pCosg.
Incidentally, here we notice an important example of a vector valued function of vector variable: denoting

by @ := (p,¢,0) the array of spherical coordinates, and by p := (x,y,z) the array of cartesian
coordinates, the previous relation can be written as

7=9(&), P(p,¢,0) = (p sin ¢ cos @, p sin ¢ sin @, p cos ¢).

Thus, ¥ is a function that allows to pass from spherical coordinates to cartesian coordinates. In other
words, it is a change of variables in R?. We will return on this function later.

Example 1.4.9: (+x)

Q. Compute
sin(xyz)
(x,,2)—03 X2 + y2 + 72

A. Let f(x,v,2) = ;izrl(ngz)z defined on its natural domain D = R3\{0}. The sections on the axes

f(x,0,0) = £(0,y,0) = (0,0, z) =0, so the candidate limit is 0. We may notice that the limit presents an




indeterminate form %. Introducing spherical coordinates, we have

sin (p*(cos 6) (sin 8) (sin ¢)*(cos ¢))

p? '
Here we may notice that, since (x,y,z) — 0 iff o = |l(x,y,2)|| = 0, and reminding that sinu ~qg u,
the numerator has very likely the magnitude of p* while the denominator is p?. This suggests that the
numerator goes faster to O than the denominator, whence the limit should be = 0. To make this intuition
precise, we may remind that | sinu| < |u|, Yu € R. Therefore

3 p3(cos 6)(sin 8) (sin ¢)2(cos ¢)
= pe

f(psingcosd, psingsinb, pcosd) =

|f(psingcos @, psingsinb, pcos )|

< p|cos ]| sin || sin ¢|?| cos ¢| < p —> 0,

when p — 0+. Therefore, by the Proposition 1.4.1, the limit exists and it is 0.

In previous examples we considered finite limit values for £. What if we want to verify that the limit
{ = 400 (or —00)? Of course, we cannot apply the Proposition 1.4.1 with £ = +co. Nonetheless, we prove
a similar test for infinite limits:

Proposition 1.4.10

Letf=f(X):DcR?!—R with 0 € Acc(D). Suppose moreover that:
i) f(X) = g(IXID,
ii) g(p) — +oo when p — 0+.

Then
lim f(X) = +co.

Xx—0

You can prove this statement imitating the argument used in the proof of the Proposition 1.4.1. A similar
version holds for —co limits (see exercises).

Check List 1.4.11: Computing Limits

To compute a limit for ¥ — 0:

(1) Check sections: these are useful to identify a possible candidate limit and, if you are
able to find two sections going at 0 along which f has two different limits, to prove that
the limit does not exist.

(2) If you guess that the limit exists equal ¢ € R, then you should try to bound

|f(X) = ¢l
with a function depending on ||X||, namely g(||X||) with the key property that g(p) — 0
when p — 0.

In alternative, if you guess that £ = +co (or —c0), then you should try to bound from
below (above) by a g(||X||) going at +oo0 (—o0) when its argument goes to 0.
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1.4.2. Limit at j = coy. With minor modifications, the Strategy 1.4.11 adapts in a natural way to
the case when p = oo4. Let us illustrate the main idea directly on some examples.

Example 1.4.12: (=)

Q. Show that

does not exist.

A. Let f(x,y) :=x* +y? — 4xy. Sections along the axes are f(x,0) = x2, £(0,y) = y>. Now, since
(x,0) — 00, = [|(x,0)]| = Vi = |x| —> +ev,
and similarly (0, y) — oo, iff |y| — +o0, we deduce that f(x,0), f(0,y) — +co when |x|, |y| — +oo.
So, the candidate limit is +co. However, along the line y = x, the section of f is
flx,x) = W2+ x?—4x? = -2x2,
and since
(x,x) — 00y, & [|(x,x)]| = Va2 +x2 = V2[x| — +00, & |x| —> +oo,

we conclude that f(x,x) — —co when (x,x) — co,. But then, we found at least two sections along which
f has two different limits when its argument goes to co,. This implies that the limit of f at co, cannot
exists.

Example 1.4.13: (sxx)

Q. Compute
lim (x4 + y4 - xy) .

(x.y)—002

A. Looking at the sections along the axes we have f(x,0) = x* —s +co and f(0,y) = y* — +c0. So, if

the limit exists must be +co. This seems reasonable because x* + y* should dominate xy. Let us write f in
polar coordinates:

1
f(pcosb, psind) = p*(cos §)* + p*(sin §)* — p?(cos ) (sin §) = p* [(cos 6)* + (sin 9)4] - Epz sin(20).

Now: notice that the quantity K () := (cos 8)* + (sin §)* is always positive and, by Weierstrass’ theorem,
it has a minimum as 6, € [0,2nr]. Therefore K(6) > K(0.) for every 8 € [0,2x]. Since K(6) = 0 iff
cos 6 = sin @ = 0, which is impossible, we deduce that Ky := K(6,) > 0. Therefore, being | sin(26)| < 1,
we have

1 . 1
f(x,y) > Kop* - Epz sin(26) > Kop* - EPZ =: g(p) — +oo,

from which we conclude that the limit exists and it is equal to +co.

Example 1.4.14: (sx)

Q. Compute

lim [(x2 +y2+7%)? - xyz] .
(x,y,2) >003




A. A quick check on the sections along the axes show that they tend to +co0. Again: it seems reasonable that
the fourth order term (x? + y* + z?)*> dominates on xyz. Passing to spherical coordinates

[ =(p*)? = p’(cos 0) (sin 0) (sin ) (cos ¢) = p* — ip3(sin(29))(Sin(2¢))(sin ¢).
Now,

|(sin(26)) (sin(2¢)) (sin )| < 1,

we have

1
fzpt-gpi=glp) — 4o O

Example 1.4.15: (s%x)

Q. Compute
lim [()c2 +y)2+ 72— xy]
(x,y,2) 003
A. Looking at sections, we have f(x,0,0) = x* — +co when ||(x,0,0)|| = |x| —> +co. Thus, if a limit

exists, it must be = +co. Writing f in polar coordinates, we have

2
flx,y,2) = (p2 sin’ ¢) + p?cos? ¢ — p? cos O sin O sin” ¢

1
= p4 sin* ¢ + p2 cos? ¢ - Epz sin(26) sin’ 1)

Remind the goal: bound from below with a function of p going at +co when p — +co. In previous
expression we have apparently good terms like p*sin* ¢. This term is good because it goes like p*.
However, it is multiplied by sin* ¢ that could be small if not equal to 0, destroying such a good behavior!
That is why we must be clever. We start noticing that

Ac>0: ut>u*-C.

Indeed, if h(u) = u* — u?, we have h’(u) = 4u® — 2u = 2u(2u® — 1), from which we easily deduce that &

has a global minimum at u = i\/li. This means that h(u) > h(i\%) =4-1=-1=-C. Sincein the

following arugment the value of C is irrelevant, we will keep just C. In particular
ptsin* ¢ = (psing)* > (psing)?> — C = p*sin® ¢ - C.
Therefore,
1 1
f(x,y,z) = p’sin®p—C+p?cos’ ¢ — §p2 sin(26) sin” ¢ = p2(1 -3 sin(26) sin” ¢) -C

~———
0< <1

>-p?-C—+c0. O

N —

1.5. Basic Topologial Concepts

Intervals play a special role with functions of real variable real valued, f = f(x) : D Cc R —
R. They are natural sets and they enter in most of the properties of continuity, differentiability and
integrability. Certain specific properties of intervals are implicitly used to prove important results on
functions. These are qualitative properties as the fact that any interval is made by one single piece, or an
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interval of type [a, b] is bounded and it contains the endpoints, or, again, any point of an interval of type
la, b is in the interior of the interval itself. For example, Weierstrass’ theorem concerning the existence
of min and max of a continuous function holds on a closed and bounded interval (and the type of domain
matters).

In R there are no such “natural sets”. This makes relevant to introduce some key qualitative
properties that can be checked for large classes of sets. These are called topological properties, where
Topology literally means the study of place. The first step is the following

Definition 1.5.1

Let ¥ € R4 and r > 0. We call closed ball centered at ¥ with radius r the set
B(E,rl:={yeR? : |y-F<r}.

In dimension d = 1 a closed ball is just the closed interval [x — r, x + r]. In R?, a closed ball is a plane
disk centered at ¥ with radius 7, while in R? it is a sphere centered at ¥ and with radius r.

y

Xt K X

In dimensions higher or equal to 4 it is hard to visualize a ball. Fortunately, for the intuition the case
d =2 is sufficient in most of the applications.

Definition 1.5.2

Let D c R?. A point X € R? is said to be
e an interior point of D if
AB(X,r] c D.

In particular, X itself belongs to D. The set of all the interior points of D is denoted by
Int(D) and it is called interior of D.

¢ a boundary point for D if every ball centered at X contains both points of D and points
of D€, that is

B(X,r]nD #®, B(X,r]NnD®# @, Vr>0.

The boundary of D is denoted with dD.

Let us see some simple examples. We will not provide detailed justifications in all cases (it might be
hard!).

e In R, Int([a,b]) =]a,b[, d[a,b] = {a,b}. Here D = [a,b]. Recalling that B(x,r] =

[x —r,x +r], it is easy to check that every point x €]a, b[ is contained in D = [a, b] with a

suitable interval [x—r, x+r]. This is not true for endpoints a, b because, for example [a—r, a+r]

contains the sub-interval [a — r, a[ which has no points in D, thus [a —r,a +r] ¢ D. About
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boundary: at a, every ball [a — r, a + r] has point of D and of D¢ (recall here D = [a, b]) and
same for b. If x €]a, b[ and r is small enough, the ball [x—r,x+r] C [a, b] then there cannot be
points of D€ in such a ball. Same for points out of [a, b]. This explains why d[a, b] = {a, b}.
e InRY,
IntB(X,r] = {§ eR? : |§-%| <r} = B@&rl,
OBFE,r1={5eR? : |y-X|=r}.
Intuitively clear, some work has to be done to prove details (see exercises).

Definition 1.5.3: open set

A set D c R4 is said to be open if Int(D) = D, that is if every point of D lies in D with an entire
ball. Empty set @ is considered open by definition.

So, for example, B(X, r[ (open ball) is open (in the sense of the previous definition) but B(X, r] is not
open (because points of the edge {y : ||y — X|| = r} are not in the interior of B(X, r]).

Definition 1.5.4: closed set

A set D c R? is said to be closed if D€ is open.

Warning 1.5.5

In common language, open and closed are opposite alternatives. This might lead to the idea that
i) every set is either open or closed, and ii) a set cannot be both open and closed. Both these
claims are false!

For example, in R the interval [a, b[ is neither open nor closed (check it!). Moreover, R is clearly
open and since (R?)¢ = @ is open, R? is also closed. Similarly, @ is (by definition) open, and
since @ = R is open, @ is also closed. Actually, it can be shown that @ and R¢ are the unique
sets to be both open and closed.

. J

An important characterization of closed sets is provided by the following

Proposition 1.5.6: Cantor

A set D c R is closed if and only if it contains all possible finite limit of convergent sequences
in D. Formally:

D closed < V(x,)cD : X, — {eR? thenfeD.

Proor. = Assume D closed and let (X,) C D be such that X, — { € R9. The claim is: £ € D. If false,
¢ € D€, and since D€ is open (by assumption, D is closed), then

3B, r] c DC.
Since X, — E, according to the definition of limit,
N ||)_C)n—E|| < r, Vn ?N, — )-En EB(E’}’] CDC’ Vn >N’

and this contradicts (X,) C D.
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= Assume that D contains all possible finite limit of convergent sequences in D. The goal is to prove that D
is closed, that is D€ is open. If D¢ = @ there is nothing to prove. So assume D¢ # @ and pick a point £ € D¢. We
have to prove that

3B, r] c D,
Suppose, by contradiction, that ball does not exist. Then,
Vr>0, BE,r]ND # 2.
Take r = %: we have
Vn e N\{0}, 3, € D : [|F, -]l < %
Then, (¥,) ¢ D and X,, — ‘. By assumption, necessarily { € D and this contradicts £ € D€. O

Open and closed sets are important classes of sets as we will see. It is therefore important to have general
and easily testable conditions to ensure whether a set D is open or closed. The characteristic properties
are not always easy to be used. A common way to define sets in R? is through a certain number of
equalities or inequalities (strict or large). Consider, for example, the set

2
1 1
D := {(x,y,z)€R3 : x2+y2+z2< 1, (x—z) +y2<Z}

It turns out that if the equalities/inequalities are described by continuous functions we can automatically
get the answer about open/closed nature of the set. Here is a precise statement:

Proposition 1.5.7

Any set defined through a finite number of strict inequalities involving continuous functions is
open. Any set defined through a finite number of large inequalities and/or equalities involving
continuous functions is closed. Formally, if g1, ..., gm, A1, ..., hx € C(R?), then

D := {fERd D 81(X) > 0,...,gm(X) >0} is open,

D:={eR?: gi(X)>0,...,8m(X) >0, h(X) =0,...,h(X) =0} is closed.
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Prookr. For simplicity, consider D = {¥ € R? : g(¥) > 0}. We prove that D is closed. If D = @ there is
nothing to prove. So, we assume D # @. By Cantor’s characterization, we have to prove that

if (x,) ¢ D, : )?,,—>{7€R", — (eD.
We know
)_én €D, = g()_c'n) > 0.
Since g is continuous and X, — ¢ € RY, then g(x,) — g(z). According to the permanence of sign for numerical
sequences, g(£) > 0, thatis £ € D.

The proof that D := {¥ e R? : g(¥) = 0} is closed is analogous. Finally, if D = {g > 0} then D¢ = {g < 0},
which is closed according to the previous argument, thus D is open. O

Example 1.5.8: ()

2
Q.IsD := {(x,y,z) eRY : X2+y?+2< 1, (x - %) +y2 < i} open? Is it closed? Justify your answer.

A. The set is defined by large inequalities D = {g;(x,y,2) < 0, g2(x,y,z) < 0} where g;(x,y,2) =

2
22 +y2+722—1and g(x,y,2) = (x - %) +y* — 1. Since 1,82 € C(R?) (they are polynomials), we

conclude that D is closed. We recall that, in Warning 1.5.5 we mentioned the fact that the unique both open

and closed subset of R? are R itself and @. Now, our D ¢ R? (for example (10,0,0) ¢ D) and D # @
(for example (0, 0,0) € D). Thus, D # R3, @, so D cannot be open.

1.6. Weierstrass’ Theorem

The search for minimum/maximum points of a numerical function is one of the most important problems in
many applications. We start introducing the definition of min/max point for f and min/max value of f on a domain
D.

Definition 1.6.1: min/max points and values

Let f = f(¥) : D c R — R. We say that X,,,;, € D is a global minimum point for f on D if
S Fmin) < f(¥), V¥ € D.
We call minimum value of f on D the value of f at minimum point ¥,,;,,, that is f (Xin). We write
min f = min f(X) = f(Xnin)-
D XeD
Similar definitions for maximum point for f on D and maximum value of f on D (denoted by maxp f
or maxzep f(%)).

Weierstrass’ theorem is a fundamental result concerning existence of min/max points. It states that every f €
C([a, b]) has global minimum/maximum on [a, b]. The conclusion is false if the interval [a, b] is not closed and
bounded. We look at an extension of this result to the case of functions of vector variable f = f(X) : D c R — R.
We may expect that, under suitable assumptions on D, if f € C(D) then f will have global min/max on D. The
right general conditions on D are that this must be closed and bounded:

Definition 1.6.2: bounded set

A set D c R? is bounded if
aM : ||X|| < M, VX € D.
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We have now all the ingredients for the

Theorem 1.6.3: Weierstrass

Every continuous function f : D ¢ RY — R on a closed and bounded domain D has global minimum
and global maximum on D.

We skip the proof of this important result. Weierstrass’ theorem points out the class of closed and bounded sets.

Definition 1.6.4: compact set

A set D ¢ R? is compact if it is closed and bounded.

Example 1.6.5: (x)

Q. Check that a closed ball B(X,r] is compact.

A. First, the ball is closed being defined by a large inequality involving a continuous function. Indeed

.)7: (y1’~-~ayd) EB(E,T], — \/()’1 _xl)2+"'+()’n_xn)2 <r.
Second, the ball is trivially bounded: since ||y — X|| < r, we have

-

A
IVl =11y =X+ Xl < |y = X[l + IX]| < r + [IX]| =: M, ¥y € B(X,r]. O

Example 1.6.6: (xx)

Q. Show that the set D := {(x,y,z) € R® : x> +y* =72 =1, y*> + 22 < 1} is compact.

A. D is closed being defined through large inequalities or equalities involving continuous functions. Let us
prove that it is also bounded. If (x,y,z) € D, y> +z> < 1, then y> < 1 and z> < 1, s0 |y|, |z| < 1 (that s, y
and z coordinates are bounded). Plugging this information into the first relation we get,

x2+y2=l+zz, o x2=l+z2—y2< 1+72 < 1+1=2,
from which x2 < 2, that is lx| < V2 (hence, also x is bounded). Therefore

Ny, )P =x?+y?>+22 <2+ 1+1=4=M, ¥(x,y,z) € D.

This proves that D is also bounded, hence it is compact.

J

Example 1.6.7: ()

Q.Discuss whether D = {(x,y,z) € R? : x = yz + 1} is compact or less.

A. Clearly, D is defined through an equation involving a continuous function, it is therefore closed. About
boundedness, notice that D contains points of type (y> + 1, y, y) for every y € R. Now since

12+ Ly, P = (7 +1)? +2y* — 400, y — oo,

we conclude that there cannot be a constant M such that || (x, y, z)|| < M for every (x, y, z) € D. Therefore,
D is not bounded, hence definitely not compact.
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When the domain D on which f is continuous is closed and unbounded, Weierstrass’ theorem does not apply. In
this case, with some extra information on f we can show the existence of an extrema.

Proposition 1.6.8

Letf:DC R4 — R be continuous on D closed and unbounded, and such that

lim f(X) = +00 (—00).

X—004

Then f has a global minimum (maximum).

Proor. We do the proof for the minimum, the other case being similar. Assume then that

Jdim f(X) = +oo.

X—004
Pick a point p € D and consider the new domain
D:={feD : f(X) < f(P)+1}.

Notice that, in particular, j € D. Clearly DcD and since D is closed and D is defined through an inequality
involving a continuous function, we have that also D is closed (this requires a little proof, we accept here). We
claim that D is also bounded. If false,

VneN, X, e D c D, : ||X,] > n.

Then X, — oog, thus f(¥,) —> +oo, and this is impossible since f(%,) < f(Xo) + 1 because ¥,, € D.
Since D is closed and bounded, that is compact, Weierstrass’ theorem applies to f on D: there exists a point
Xmin € D C D such that
f(Xmin) < f(X), VX € D.
If now X € D\D it means that £(¥) > f(X) +1 > f(%0) = f(Zmin). We conclude that, no matter where is taken
XeD, f(X) > f(Xmnin), that is ¥,,,;,, is a global minimum for f. m|

Example 1.6.9: (x)

Q. Show that the function f(x,y) = x*+y* —xy has global minimum on R>. What about global maximum?

A. We have f € C(R?) (because it is a polynomial). Notice that R? is closed but unbounded. We have
already shown (see Example 1.4.13) that

lim  f(x,y) = +o.

(x,y)—00

Therefore, by the Corollary of Weierstrass’s thm we have that there exists a global minimum for f on R
On the other side, since f is upper unbounded (by the limit at coy) the global maximum doesn’t exists.

Weiestrass® theorem is a pure existence result, it does not provide any concrete method to find global min/max
points. This will be provided by Differential Calculus we will develop in the next Chapter.

1.7. Intermediate values theorem

Another important property of continuous functions of one real variable is that, on intervals, if a function takes
both positive and negative values, then it must take also value 0 (Bolzano’s zeroes theorem). More in general, if
the function takes any two values, then it takes all values between these two (intermediate values theorem). Is this
somehow still true if f = f(¥) : D ¢ RY — R is function of vector variable? Under which assumptions on D?
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Apart for continuity, the key ingredient of the intermediate values theorem is the fact that the domain of the
function is an interval. As already pointed out, intervals are common sets in dimension 1, but their analogous
(rectangles, parallelepiped, etc) are too specific in RY. What we really need, however, is the idea of a set made of
one single piece:

Definition 1.7.1: connected set

We say that D is connected if any two points of D are joint by a continuous curve in D, that is
Vi, 5€D, 39 =%) : [a,b] cR— R, : yc D, y € C([a,b]), : ¥(a) =X, y(b) = 5.

Despite it is not an easy task to check in practice, with the definition, that a set D is connected, the intuition is clear:
an island is a connected set, an archipelago is not.

Theorem 1.7.2

Let f = f(¥) : D ¢ RY — R continuous on D connected. Then, if f takes any two values, it takes also
all other values between these two. Precisely:

a.pe f(D), = [a,B] c f(D).

In particular, f(D) is an interval

Proor. Leta, B € f(D), thatis @ = f(X) and B = f(¥) for some X,y € D. Since D is connected, there exists
a continuous curve ¥ C D such that y(a) = X and y(b) = y. Define then

g:la,b] — R, g(u) := f(y(u)).

Since g is composition of continuous functions it is itself continuous. Moreover g(a) = @ and g(b) = 8. According
to the ordinary intermediate values theorem, g takes all values between « and . This means that

Ve € [a,B], Fu € [a,b] : c=gu) =f(y(u), = ce€ f(D).
Therefore, [, 8] C f(D). O

Remark 1.7.3

If f € C(D) with D compact and connected, then
D) = i .
f(D) = [min f, max f]
This is because, by Weierstrass’ theorem, minp f and maxp f are taken at X,,,;, and X,,,x respectively. Thus

[minp f,maxp f] € f(D). And because minp f and maxp f are, resp., the minimum and maximum
values of f on D, f(D) = [minp f, maxp f].

1.8. Exercises
Exercise 1.8.1 (x). By using the definition of norm, prove the parallelogram identity:
1% + 17 + 11X = ¥II* = 201F|I> + 2[11I°, V&5 € RY.

Exercise 1.8.2 (xx). Define

.....

Check that ||X||; and ||X||« verify the same properties of Proposition 1.1.4 verified by the euclidean norm.
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Exercise 1.8.3 (x). For each of the following sequences of vectors say whether it is convergent and, if yes, what is
the limit for n — +co:

i) 55,, = (e‘" 1).

i) %, : 2)

iii) 2, (n 1, sin k).

iv) X, =(1 1+— n)

V) X, = (tanhn logn S‘“")
n ’ n .

vi) X, = ((=1)", (= 1)"+1)

Exercise 1.8.4 (). Do the proof of the Proposition 1.2.3.

Exercise 1.8.5 (). For each of the following statements provide a proof (if true) or a counterexample (if false):

o if X, = (Xn1,-.-sXna) — 6thenxn,j —s Oforevery j=1,...,d.

o If X, = (Xp1,...,%n,a) — 00g then |x, j| — +o0, j=1,...,d.

e if x,, j — +oo for at least one component j then X, = (xy,1,...,Xn,q) — ©q.

o if X, = (Xn,1,...,%n,q) does not have limit, then all components x,, ; (j = 1,.. ., d) do not have limit as
well.

Exercise 1.8.6 (). For each of the following cartesian curves, write a parametric form y = y(u):

1) 3x+2y=1.
ii) x = 5.
iii) y = x2.
iv) x = y3.

V) X2 +y2=1.

vi) x% +2y? =3.
Exercise 1.8.7. Looking at suitable sections, prove that the following limits do not exist:
x* + y3

2 _
3. (%) u_

2 2

xXT -y
1. (% _ 2. (%
) ) Jim | S

(x, y)—>02 )C2 + y

x+y2+ 7 xy+4y2+1-1 Xz

4. (* lim .50 (% 6. (% Iim ——
( ) (x,,2) =03 ‘\/xz + y2 + Zz ( ) (x, y)—>02 x2+ y2 ( ) (x,y,z)—03 x4+ y + ZZ

Exercise 1.8.8. Compute the following limits:

(x, y)—>02 Xz + y

2.3 3_.3
. Xy . X°y . X7 =y
1. (% Iim ———. 2. (% lim ———. 3.(% lim ——.
=) (x.)=02 \[x2 42 =) (x.y)=02 (x2 +y?)?2 =) (x,y)=0; x2 + y?
X
4, (xx)  lim & 5.(xx) i s

lim .
(x,y)—02 [x] + ]|

(x,y)—02 ‘3/x4 + y4

Exercise 1.8.9 (:x). Determine, if any, the following limits:

4y3 2 442 24 2
Colim TS EY) g, o E 3 fim o tYDT
(x,y)—0, x2 + yz (x,y,2)—03 X2 + yz + 72 (x,y,2)—03 /(xz + y2)2 + 74

log(1+2x3) x3 sinh(y = 1) , (x-1D*(y -1
. ﬁ 5. m # 6 lim 5/2.
(x,y)—0, sinh(x? + y?) (x,y)=(0,1) x> +y? =2y +1 (x,y)—=(1,1) ((x —1)2+(y- 1)2)

1
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Exercise 1.8.10 (+x+). Determine, if any, the following limits:

1. lim (x3 +xy? — yz). 2. lim  (x* =yt +y7 = xP).
(x,y) =00 (x,y) 00,

3. lim ()c2y2 +x2+y2 - xy) . 4. lim (x4 +yt ezt - xyz) .
(x,)—00 (x,y,2) 003

5. lim (x2 Y e xz) . 6. lim (sz 247t Z) .
(x,y,z)—003 (x,y,z)—003
7. lim (\/()c2 +y2)2 474 - xyz) )

(x,y,2) 003

Exercise 1.8.11 (xx). Prove the Proposition 1.4.10 (hint: adapt the proof of the Proposition 1.4.1). Then, formulate
a statement for the case of lim_5 f (X) = —co and prove it.

Exercise 1.8.12 (). Prove that
o IntB(X,r] ={yeR? : |y -F| <r}.
® IB(X,r] ={y : Iy =Xl =r}.
Exercise 1.8.13 (xxx). Prove the following characterizations for accumulation points:
i
: ¥ eRYNAcc(D), = Vr>0, (B(X,r] nD)\{¥} # 2.
i)
o4 € Acc(D), < Vr >0, (3(6, rlcn D) + .

Exercise 1.8.14 («xx). Prove that:

e the union and the intersection of any two open sets are open sets (that is: if Aj, A, open, then A} U A,
and A1 N A are also open).

o the union and the intersection of any two closed sets are closed sets (thatis: if C;, C; closed, then C; U Cy
and C; N C; are also closed).

Exercise 1.8.15 (xx). For each of the following sets say if it is open, closed, bounded, compact.

i) D:={(x,y) eR? : xy > 0}.
ii) D :={(x,y) e R* : |xy| < 1}.

iii) D:={(x,y) eR> : |x|+|y| <1}.

iv) D:={(x,y) €R? : 1 <xy<2, x<y<2x}
V) D :={(x,y,2) e R} : x> +2y? +3z* < 4}.

vi) D :={(x,y,2) €eR? : z>x*+y% ¥ +22 < 1}

vii) D == {(x,y,2) eR3 : x> —y2+ 7> < 1}.

viii) D = {(x,v,2) €R® 1xy=z+1, x> +y> < 1}.

Exercise 1.8.16 (). Let F:D cRY— R™, Prove that if D is compact, then also F (D) is compact. (hint: to
prove that F(D) is closed use Cantor’s characterization; to prove that F (D) is bounded argue by contradiction)

Exercise 1.8.17 (s«xx). Let F:D cRY — R™, Prove that if D is connected, then also F (D) is connected.






CHAPTER 2

Differential Calculus

In this chapter we extend the Differential Calculus to the case of vector-valued functions of several variables,

F=F :DcR?—R™
The extension to the multi dimensional case of the concept of derivative is not straightforward. Indeed, we cannot
just write

o  FE+h) - F(x

F'(X) := lim #

h—0 h

because the division by a vector is not defined. We will see how to solve this issue to get a proper definition
of derivative or, how it is more properly called, of differential. In this Chapter, we will illustrate applications to
optimization techniques to solve unconstrained and constrained optimization problems.

Chapter requirements: basic knowledge of vector spaces, limits for function of one and several real variable,
matrices and their algebraic properties (in particular: rank of a matrix).

Learning objectives:

e (basic %) definitions of partial derivative, directional derivative and differential for a function of several
variables, gradient vector and jacobian matrix, stationary points and their role in the search of extrema,
hessian matrix, being able to solve simple optimization problems.

e (intermediate %) solving standard unconstrained and constrained optimization problems for function of
several variables, doing proofs with straightforward arguments or adapting other proofs.

e (advanced *xx) solving non standard optimization problems, doing proofs with non standard arguments.

2.1. Directional derivative

The first way to bypass the technical difficulty of dividing by I is to assume that i = 17 where ¢ € R is variable
and ¥ € R¥ is fixed, and considering t+ — 0. This leads to the

Definition 2.1.1: directional derivative

Let F = F(X): D c R — R™, % € Int(D). We call directional derivative of F at point X along 7 # 0
the limit N S
F(F+17) - F(&

G+ -F@ _om

O F(X) = lim -

Example 2.1.2: (*)

Q. Compute d(1,1) f(0,0) for f(x,y) =xcosy.

f£(0,0)+1(1,1)) = £(0,0) — lim f(,t) - £(0,0) _ limtcost  limcost = 1.

t t—0 t t—0 t t—0

01,1 f(0,0) = tlgl(l)

29
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The directional derivative does not provide a satisfactory definition of derivative. This because it may happens that
all the 93 F (X) exists but F is not even continuous! This phenomenon is well illustrated by the following example.

Example 2.1.3: (xx)

Q. Let
2

y -
P (x,y) #0,
flxy) = Y
0, (x,y) = 0.

Show that f admits all the directional derivatives at O but it is not therein continuous.

A. Continuity. We have f(x,0) = f(0,y) = 0 — 0. However, along the section y = x> we have

2.2
2 x°x 1 1
X)) = ——— = — — 0,0) =0.
fleod) = S25 =2 — 2 # £(0.0)
Therefore A lim(x 1)—0 f(x,y) and consequently the function cannot be continuous.

Directional derivatives. Let us prove now that 3d; £ (0, 0) for any ¥. Let ¥ = (a, b) # 0. We have
3a’b
2

£(0,0)+t(a,b)) — £(0,0) . f(ta,th) . TZd*+bD) . a“b
= lim =lim — =1lm ——,
t 1—0 t 10 t 1—0 2a* + b2

03 1(0,0) = lim
t—0
that is
0, if b =0 (and of course a # 0),
V=1(a,b), = 39;f(0,0) = ,
&, b #0.
Conclusion: we proved that f has all possible directional derivatives, yet it is not continuous.

Even if the directional derivative is not the right definition of derivative, some special directional derivatives have
great relevance:

Definition 2.1.4

Let f = f(¥) : D c R? — R, ¥ € Int(D) and let &), ..., &4 be the canonical base of R?, that is
e; =(0,...,0,1,0,...,0) with 1 in the j—th place. We call partial derivative of f with respect to the
j—th variable at point X the

02,/ 3).

We will use the notation d; f (X) (a very popular notation is g_)é .

Partial derivative 0} is just an ordinary derivatives w.r.t x; considering all other variables x; i # j as fixed parameters:

F(Gers e xjota X Xjuts oo o, xg) +1(0,...,0,1,0,...,0)) = f(x1,...,xq)
t

0;f(x) = lim

i FX e X o, X+ X1, s Xa) = F(X0, s X o1, X X s - -5 X )
t—0 t

In low dimensional spaces like R2 or R3, we do not use indexes for the coordinates but, rather, just different letters
like x, y, z. In this case we denote partial derivatives with symbols like d, d, and J. So, for example,

Oy (ysinx) = ycosx, 0, (ysinx) =sinx.
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2.2. Differentiability
We already noticed that we cannot use the one dimensional definition of derivative,
o F(X+h) - F@&
F'(X) := lim u
7—0 h

to define F’ (¥). For numerical functions, the definition of derivative can be rephrased as follows:

f(X+h)—f(X)’ e i Lo - f) - fh
h h—0 h

’ — 1
Jf1(x) Lim 0,

that is

fx+h) = fx) = f'(x)h = o(h).
Here, f”(x) is a number and f’(x)% is the algebraic product between f’(x) and 4. In general, we could write

FE+h) - F@&) - F @h=o(h).
We now show that we can give a precise meaning to this relation. The first point is on the interpretation of F ’()?)ﬁ.
Since F(X + h), F(X) € R™, also F’(X)h € R™. Moreover, reasonably 42 — F’(X)h must be a linear map
transforming i € R? into F’(¥)h € R™. In other words

F'(X) € L(RY, R™).

Such type of transformation is represented by an m X d (linesx columns) matrix. Thus, we expect that F’ (X¥)isa

matrix. The second point involves the interpretation of 0(71). We cannot say that g(ﬁ) = 0(71) if

h

because we cannot divide per h. However, since the goal is to say that g(fl) is smaller order than 71, it should be
smaller than ||A|| as well. This yields the

Definition 2.2.1

LetF=F (¥) : D c RY — R™. We say that F is differentiable at point X if there exists an m X d matrix
(denoted by F’(%)) such that

F(E+h) - F®) - F'(®)h = o(h),
that is,

= 0.

FG+T) - F@ - B/
22.1) i (x+h) _)(x) (X)h
h—0 |2

The matrix F’ (%) is also called the jacobian matrix of F at the point X.

Before we launch in computing differentials, let us notice that, differently from directional differentiability, the
definition given above implies continuity.

Proposition 2.2.2

If F is differentiable at X, then it is therein continuous.

Proor. Just notice that F(3) = F(X) + F/(¥)(§ — %) + o(§ — ¥) — F(%). O

How do we determine the entries of the Jacobian matrix in practice?
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Proposition 2.2.3

Let F : D ¢ R — R™ be differentiable at point X. Then, F has all the directional derivatives at point X
and

(2.2.2) 85 F (%) = F'(X)¥, V9 € R4,

In particular, if F= (f1,--., fm) then

Wfi(X) hAHR) ... dafiR)
(2.2.3) F'(%) = : : :
O1fm(X)  Orfm(X) ... Oafm(X)

Proor. Let us prove (2.2.2). Fix v # 0. Then, since F is differentiable at X,

R . FG+9)-F®) =, .. oV
FE+m) - (F@) + F @) = 0(7), = M = B+ 20
Now, since
1V v . v o h
tim | 262 iy BN _ g g DU _ gy SO,
t—0 t t—0 |t| t—0 ||[V|| =0 ||h||

we conclude that

FGE+)-F@X) =

95 F (%) = lim F'(%)7.

Let’s prove now the (2.2.3): if we call F’ (¥) = [a;/], it is well known by Linear Algebra that
F'(X)e,

gives the j—th column of the matrix F' (¥). So, the element a;; of F' (X) is obtained by taking the i—th component
of the vector F’ (X)€;. But: by (2.2.2) we have

F'(2)éj = 05,F (%) = ;F (%) = (0, /i(®).0; 3. ... 01 f(D)) .
hence the i—th component is 9, f; (X), and this proves (2.2.3). O
We mention a couple of important particalr cases of the Jacobian matrix:

e f=f(X) :D cR?— R: inthis case, f/(¥) is a | x d matrix, precisely

P @ = [0 f @ 0af @) ... 0af ()| = V£ ).
The vector V f(X) is called gradient of f at point X. In this case
F®h=Vf@® - h

where we denoted by - the scalar product of vectors in R<.
e ¥=%(u) : [a,b] € R — R¥: in this case ¥’ (u) is a d x 1 matrix, precisely

¥ ()
¥ (u) =
v, (u)
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Warning 2.2.4

The jacobian matrix (2.2.3) is made of partial derivatives: are these sufficient to say that F is differentiable?
The answer is no. Indeed, Example 2.1.3 shows a function with all the directional derivatives (hence all
partial derivatives) which is not continuous. Since, by Proposition 2.2.2, differentiability = continuity,
we conclude that such a function cannot be differentiable. The conclusion is: the existence of partial
derivatives does not imply (alone) that the function is differentiable.

So: how can we check differentiability? Let us see an example.

Example 2.2.5: (xx)

Q. Discuss the differentiability at (0,0) of

25 i () #(0,0),
fx,y) =

A. Here, the jacobian matrix reduces to the gradient vector Vf(6) = (0xf(0,0), 0, f(0,0)). For (x,y) # 0,

x2y? 2xy?(x2 + y%) — x2y?2x 2xy*
Oxf(x,y) = 0x 2.2 2. 2)2 T 2122’
x4y (x> +y%) (x* +y%)
but we cannot just plug (x, y) = (0,0) here. To compute d, f(0,0) we need to invoke the definition:
0,0) +¢(1,0)) — £(0,0 . t,0 .0
axf(o,O)za(l,O)f(o,O)=1in(1)f(( ) +1LO) = SO _y SBO 0y
11—

t t—0 t t—0 1
Similarly 0y f(0,0) = 0. Thus, V£(0,0) = (0,0). To check differentiability we have to check that (2.2.1)
holds, that is

i SO+R) = f(0) = VS(©0) - o _

lim = 0.
h=0 Il

Set i = (u,v), then
fO+h) = £(O) = VFO)-h=fu,v) =0~ (0,0) - (u,v) = f(u,v).

Therefore, we have to prove that
fwy) o ()
()= (0,0) [[ (e, )l
This is a limit in R? that we compute by using the methods of the previous chapter. Notice that,

2,2
flu,v) ,:§+sz u*v? u=pcos 6, v=psin 6 p*(cos 8)*(sin 6)?

N~ ViZ ez (12 +1v2)32 = P

hence

= p(cos 6)>(sin 6),

S (u,v)
Il (e, )l
We conclude that () holds, whence f is differentiable at (0, 0).

<p—0,asp —0.

A useful test is provided by the following Proposition:
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Proposition 2.2.6: differentiability test

Let F = (fi,....fm): D CRY — R If
djf; € C(D), Vi, j, = 3f is differentiable at any X € D

Since the entries of the jacobian matrix F’ are continuous, F is itself continuous. We write F € C! (D).

The proof is not difficult but a bit technical, see Exercises.

Example 2.2.7: (%)

Q. Applying the differentiability test, discuss differentiability for the function of the Example 2.2.5.

AL At (x,y) # 0 we may say that

x2y? 3 5 2x(x? +y?) —x? - 2x _ 2xy*

2y Y (2 + y2)2 T (2922
and, similarly, d, f (x, y) € C(Rz\{()}). So far, the differentiability test applies on D = R2\{6} to conclude
that f is therein differentiable.

At 0, we computed above Jx f(0,0) = 9y, f(0,0) = 0. Thus, to apply the differentiability test we need to
check if

e C(R2\{0}),

axf(x’ y) = Ox

. . 2xy*
lim 0yf(x,y) =0:f(0,0), & lim ———=0
(x,y)—>6 * * (x,y)—)ﬁ (x2 + y2)2
Introducing polar coordinates,
2xy* 203 cos O(sin 6)*
o2 j_yyz)z - |22 cosp4(sm ) = 2p| cos 6|(sin 0)* < 4p — 0, when p — 0.

Thus 0y f is continuous at 0. Similarly d, f (x, y) is continuous at 0. In conclusion: f is differentiable also
at 0, whence on the entire RZ.

Warning 2.2.8

The differentiability test 2.2.6 is only a sufficient (but not necessary) condition to ensure differentiability.
It may happen that the assumption fails (that is d; f; are not continuous) but F is still differentiable. See
Exercise 2.9.4

We can now sketch some strategy on how to check differentiabilty.

Check List 2.2.9: Checking differentiability

To check the differentiability of a function F= (fiseeos fm):
(1) Compute the jacobian matrix (that is d; f; for all j, 7).
(2) Apply the differentiability test: where all the d; f; are continuous (so, check continuity of d; f; if
not evident), F is differentiable.
(3) If the differentiability test does not apply, the unique possibility is to go back to the definition
and check that limit (2.2.1) holds.




Rules of calculus of differentials basically follows the same rules of those of ordinary calculus. For instance
(F+G) () =F (%) +G'(3).

provided F and G are differentiable at ¥. Similarly it holds the important

Proposition 2.2.10: chain rule

LetF:D cRY—R" G:EcR"™ —s RK, be such that
i) 3{"({);
i) 3G/ (F(%)).
Then
(2.2.4) 3(GoF)(X) =G (F(X)F (3).

Warning 2.2.11

While for numerical functions we can write (g o f)"(x) = ¢’ (f(x))f'(x) = f(x)g’ (f(x)), the same does
not hold for vector valued functions of vector variable. Just remind that, since F:RY — R™, its jacobian
matrix is an d X m matrix, while G : R™ —> R¥ has an m X k jacobian matrix. Therefore, in general, in
the multiplication lines times columns, only 5’(ﬁ ()?))ﬁ ’(X¥) makes sense.

A special case of (2.2.4) is the following: suppose that we want to compute
d
Ef(f/(u)), wherey : I cR— R4, f:DcRY—R.

For example, in physics f represents the physical energy of the system, ¥ a trajectory of motion. Then f(g(u))
represents the variation of energy along the trajectory of motion. Calculating its ordinary derivative, we aim to
measure the rate of variation of this quantity. Assuming that all the required hypotheses are fulfilled, we have the
following.

¥ (u)

(2.2.5) %f(f/(u)) = (Y)Y (u) = [0 f(Y(W)) ... daf (Y (w))] : =V (yw) -y (w).
Yy (u)

This quantity is also called total derivative of f along y.

2.3. Extrema

Among the most relevant applications of Differential Calculus there is a method for the search of min/max
points of a function. The extension of results of one-variable calculus to the case of a numerical function of vector
variable, f = f(¥) : D ¢ R? — R, is not straightforward. The major obstacle is that there is not an ordering of
vectors. So, for example, we cannot say that V£ (X) > 0 implies f " because none of these properties make sense
here. This makes more important here the role of local extrema:

Definition 2.3.1: local min/max point

Let f = f(¥) : D ¢ RY — R. We say that a point X, € D is a local minimum point for f if
IAB(X.,r] : f(X) < f(X), VX € B(X,,r] N D.

Local maximum point for f is defined similarly.

The most important fact of this Section is the
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Theorem 2.3.2: Fermat

Let f: D ¢ RY — R and %, € Int(D) be a local min/max. If f is differentiable at ¥, then V £(&.) = 0.

Proor. We consider the case of X, a local minimum, the case of a local maximum is similar. Thus, we assume
that

IB(X.,r], 0 f(X) < f(X), VX € B(X.,r] N D.

Since ¥, € Int(D), we may assume directly that B(X.,r] ¢ D. Now, consider the section of f on a straight line
passing by X.. Fixed a direction v, this is described by

Y(t) =X, +1v.
Notice that

- > > - > - - r
Y1) € B(X.,r], &= r>|[|(G+0) - X = V]| = [f]|[V]l, &= ] < Tk

Thus, if g(¢) := f(y(z)), we have

-
I

g(n) = f(y(0) > f(x) = f(7(0)) = g(0), V]| <

In particular, g ha a minimum at # = 0. According to Fermat’s Theorem for functions of one real variable, g’ (0) = 0.
Recalling the total derivative formula (2.2.5),

g =Vryw) -y,
so, taking ¢ = 0, we have,
0=Vf(x,)- V.

This relation holds for every ¥ € R?. So, setting ¥ := V f(X) we get

0=Vf(F) Vf(F) =IV/GE)I> = Vf(F)=0. o

Definition 2.3.3: stationary point

A point X, where f is differentiable and Vf(X,) = 0 is called stationary point for f.

Warning 2.3.4

According to Fermat’s theorem, a local min/max point which lies in the interior of D is a stationary point.

o the vice-versa is false (see Example 2.3.5).
o if the min/max point is not an interior point, then V f is not necessarily = 0 (see Example 2.3.6)
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Example 2.3.5: (*)

Q. Let f(x,y) =x*—y? on D = R2. Determine the stationary points of f (if any) and determine if they are
min/max points or not.

A. Clearly, f is differentiable on R? and V f(x, y) = (2x, —2y). Therefore, Vf = 0 iff (x,y) =(0,0). We
easily see that (0, 0) is neither a minimum nor a maximum. Indeed, notice that
f(x»()) =x2 >0= f(O’O)’ f(O’y) = —)’2 < O:f(o’o)

Since every ball B((), r] contains points of type (x,0) and (0, y), we see that (0, 0) is neither a local min
nor local max for f.

Example 2.3.6: ()

Q. Let f(x,y) :=x+yonD :={(x,x) € R? : 0<x < 1}. Determine all possible min/max points of f
on D. Are these points stationary points?

A. The set D is the segment joining (0, 0) to (1, 1), it is clearly closed and bounded (we can represent D
as {(x,y) € R? : 0<x <1, y=x}). We directly see that (0,0) is global minimum for f on D while
(1, 1) is the global maximum (indeed f(0,0) = 0 < 2x = f(x,x) < 2 = f(1,1) for every (x,x) € D,
that is for 0 < x < 1). There are no other extrema (local or global). Moreover, f is differentiable and
Vf(x,y) = (1, 1), so none of the extreme points is a stationary point for f.

Despite their partial information, stationary points can still be of some help in the search for extrema. We illustrate
how with some examples.

Example 2.3.7: (%)

A. Notice first that f € C(D) and that D is closed (defined through large inequalities involving continuous
functions) and bounded (x > 0 and, by 0 < 3 — x we have also x < 3, thus 0 < x < 3, and from this
0 < y < 3). Therefore, D is compact, and Weierstrass’ theorem applies, ensuring for the existence of global
min/max for f on D.

Now that we know global min/max points exist, let us determine them. Clearly, global points are also local
points, so we may use Fermat’s theorem. This however requires some care, because Fermat’s theorem
applies when min/max points lie in the interior of D. So, we may proceed as follows:
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if (x,y) € Int(D) = {x > 0,0 < y < 4 — x}, then according to Fermat’s theorem, Vf(x, y) = 0.
Since Vf(x,y) = (1 —y,1 —x), we have
1-y=0,
Vi y) = (0,0), e = (ry) =(1).
1-x=0,
Since (1, 1) € D, this point is a possible candidate to be min/max point for f.
if (x,y) ¢ Int(D), thatis (x, y) € dD, the condition V f(x, y) = 0 is of no help. We notice that

0D ={(x,0): 0<x<4}U{(0,y) : 0<y<4}tuU{(x,4-x): 0<x <4}

=T ulhuls.

OnTI'y: f(x,0) = x with x € [0,4], so the min point of f on I'| is achieved at x = O (point
(0,0)) while max point of f on I'; is achieved at x = 4 (point (4,0)). These points are, for now,
min/max for f justonI'.

On I'; we have a similar discussion because f(0, y) = y with y € [0,4]. Thus (0, 0) is a min for
f on I, while (0,4) is a max for f on I';.

OnT3, f(x,4—x) =x+(4—x) —x(4—x) = 4—4x+x> = (x —2)2, and this quantity is minimum
for x = 2 (thus f has a min on I'5 at point (2,2)), maximum at x = 0,4 (thus f has a maximum

on I3 at points (4, 0) and (0, 4)).
Therefore

e max points: the candidates are (1, 1) (stationary point in Int(D)), (4,0), (0,4). Since

f(1,1)=1, f(4,0)= f(0,4) =4,
we conclude that (4, 0) and (0, 4) are max points for f on D.
e min points: the candidates are (1, 1), (0,0) and (2,2). Since

S =1, f(0,0) =0, f(2,2) =0,

we conclude that (0, 0) and (2, 2) are minimum points for f on D.

Someone may ask: what is, then, the point (1,1) for f? Let us give a look at few sections of f passing
through point (1, 1). We will consider the following ones:

y=1, x:1, y =X, y:Z_x.

We have f(x,1) =x+1—x-1=1,thatis f is con-
stant, and similarly f(1,y) = 1. On y = x, we have
f(x,x) =2x—x*=: g(x). Since g’(x) =2-2x >0
iff x < 1, we see that x = 1 is a max point for g, thus
(1, 1) is max for f along curve y = x. This might
lead to think that (1, 1) is perhaps a (local) maxi-
mum. However, when we consider y = 2 — x, we see
that f(x,2-x) = x+(2—x)—x(2—x) = 2—2x+x% =
1 + (x — 1)? from which we clearly see that x = 1
is a minimum for this quantity. That is, (1,1) is a
min point for f along y =2 — x. Since we have two
sections along which the same point (1, 1) is in one
case a minimum, in the other a maximum for f, we
conclude that (1, 1) is neither a local minimum nor
a local maximum for f. O

y

1(y)=1

FooxX)=2x X0,

A b

1 'f(x,Z—x):Z;ZXsz G
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The example suggests a definition:

Definition 2.3.8: saddle point

Let X, be a stationary point for . If there exist two different curves 71,7, : I ¢ R — R such that
e both pass through point X, (that is ¥ (z9) = y2(t9) = X. for some z € I)
e X, is max point for f along y; and min point for f along ¥, that is
F@®) < f(Xo) < f(72(0)), Vi € I\{1o},

then we say that X, is a saddle point for f.

Example 2.3.9: ()

Q. Let

Fny) =xye"™, (x,y) €D :={(x,y) €R*:x >0, y> 0, ¥’ +)> < 1}.
Is D open? closed? compact? connected? Determine global min/max points of f on D and the image
f(D) of D through f.

A. D is defined by large inequalities, thus it is closed.
It is not open because the boundary points are in D
but not in Int(D). Clearly if (x,y) € D we have
|[(x,y)]] <1, so D is bounded, hence compact.
Existence min/max. Since f is continuous and D
compact, Weierstrass’s theorem applies, and f has
both global min/max.

Determination. Let (x,y) € D be a min/max point.
Then, either (x,y) € Int(D) (hence, according to
Fermat’s theorem, Vf(x,y) = 6) or (x,y) € 0D
(and, in this case, V f(x, y) is not necessarily null).

Now,

L L y(1+2x?) =0,

Vf(x,y)= (ex W (y 4 2x2y), e Y (x+2y2x)) =0, = x=y=0.
x(1+2y%) =0,
The unique stationary point for f is (0, 0) which is not in Int(D). This means that there are not stationary
points for f in Int(D). In particular, min/max points are definitely in D. Notice that
0D ={(x,0) : 0<x<1}U{(0,y) : 0<y < 1}U{(x,y) : x*+y* =1, x>0, y >0} =T UlLUT5.
On I'} we have f(x,0) =0, so f is constant; on I'; we have the same f(0,y) = 0. For I'; it is convenient
to represent points as
I'; = {(cos@, sinf) : 0 € [O, g”,
so that,
e
f(cos®,sin@) = (cosB)(sinf)e' = 3 sin(20).

Clearly, this quantity is maximum when 26 = % thatis 6 = %, that is at point % (1, 1), and minimum when

6 =0, 7, that is at points (1, 0) and (0, 1).
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We can now draw the conclusion. Candidates min points are points (x,0) (x € [0, 1]), (0,y) (y € [0,1])
where f is constantly equal to 0, hence all these points are minimum points. Candidates max points are,
again, points (x, 0), (0, y) (for x,y € [0, 1]) and \/Li(l, 1), where f takes value 5. We conclude that there
is a unique max point and it is ‘/%(1, 1).

Finally: D is connected then, according to the intermediate values theorem, f(D) is an interval, and
precisely f(D) = [0, 5].

Example 2.3.10: (+x)

Q. Determine min/max (if any) of f(x,y,z) := x> + y* + 2> —xy + zon D := R3. What about f(D)?
A. Here D = R3 is clearly closed and unbounded, therefore Weierstrass’ theorem does not apply. Clearly
f € C(R?). Let us check if the limit at co3 exists. Notice that f(x,0,0) = x> — +o0if ||(x,0,0)|| — +oo,
thus if im(y,y, 7) 005 f (x,y, z) exists it must be = +o0. To prove this, let us pass to spherical coordinates,
X = psin¢gcosé,
y = psingsiné,
Z=pCosg.
We have

1
fx,y,2) = p*— p?cos@sinfsin® ¢+ pcosp = p* |1 - Esin(ZG)sinng + pcos ¢.

Therefore,
2 1 I

fx,y,2) =2p 1—5 —p:T—p—>+oo, when p — +00.
This proves that limy y ;)—e0, f(X,y,2) = +00. According to Proposition 1.6, f has global minimum on
R3 (but, of course, there is no global maximum being f upper unbounded). This proves existence, let us
now pass to the determination.
Let (x,y,z) € R? be a min point for f. Since clearly (x,y,z) € Int(R3) = R3, according to Fermat’s
theorem V f(x,y,z) = 0. We have

2x -y =0, x =0,
Vilx,y,2)=2x—-y,2y—-x,2z-1)=0, 2y —x=0, y=0,
2:-1=0, z=1.

Thus, the unique minimum is (0, O,%). Finally, since D = R? is connected and f € C, f(D) =
[£(0,0, 5),+00[= |5, +00].

Check List 2.3.11: Serching for extrema

To search for extrema of f = f(X) : D ¢ RY — R differentiable,

(1) Existence: is D compact? If D is only closed and unbouded check, if possible, limz_,., f (%),
draw existence applying Weierstrass’ theorem or its consequences.

(2) Determine (if any) stationary points in the interior Int(D).

(3) Determine (if any) min/max points on the boundary dD.

(4) With candidates of Step 2 & 3, determine min/max by direct comparison of values taken on such
points.
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2.4. Taylor’s formula
Let f : D ¢ R? — R be differentiable at a point 5. According to the characterization (2.2.1), we can write

FB+R) = F(B) =V f()- k= o(lAl),
or, equivalently, setting X = 7 + A,

4.1 F@ = F(P)+V(F) - G = F) +o(IF - Fl).
This formula is called first order Taylor’s formula of f centered at 5. By analogy, the hyperplane of equation
y=f@)+Vfp) - (X-p),
is called tanget hyperplane to f at p.
In first year Calculus, we have shown that by adding some requirement on the regularity of the function,
Taylor’s formula can be improved by an approximation through a polynomial of higher degree and with a small

remainder. For example, Peano’s theorem states that if f = f(x) : D ¢ R — R is differentiable in a neighborhood
of p € D and 3f”(p), then
)]

S =fP)+ [ (P)x=p)+———(x -p)*+o((x=p)?).

Our goal here is to extend this formula to the case of a function f = f(¥) : D ¢ RY —s R. The first step is to
understand what is f”’ in this case. Recalling that the derivative of f is identified with a vector valued function
Vf=Vf (&) :R? — R4, we have the following Definition.

Definition 2.4.1: second derivative

We say that f = f(¥) : D ¢ RY — R is twice differentiable at 5 € D if

e f is differentiable on B(p,r]| c D, for some r > 0.
o Vf=(0f,...,0qf) is differentiable at p.

The jacobian matrix of V f is denoted by V> f (), and it is called hessian matrix. We have:

V(1 f) 01(01f) &(01f) ... 08a(01f)

5 V(af) | . 01(02f)  02(02f) ... a(0af) |

242 Vif(p) = : (p) = : : .. : (P)
V(0af) 01(0af) 02(0af) ... 0a(Oaf)

Example 2.4.2: (x)

Q. Compute the hessian matrix of f(x,y) = x> — y? at a generic (x,y) € R?.

A. Since f is a polynomial, f is differentiable on R? and

Ocf(x,y) =2x, 0yf(x,y) =2y, = Vf(x,y)=(2x,2y).
It is now evident that also V f is differentiable on R? and
Ox(0xf) =2, 0y(0xf) =0, 0,(0yf) =2, 0x(0yf) =0,
o)
2 12 0
Vf(x,y)—[o 5 |-

The entries of the Hessian matrix are second derivatives 0;(d;f). If i # j we may think that doing first the
derivative w.r.t. x; and then w.r.t. x; yields the same result than doing first the derivative w.r.t. x; and then w.r.t. x;.
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This because x; and x; are “independent” variables. A bit surprisingly, this is not necessarily true and it requires
some additional hypothesis (see also Exercise 2.9.5).

Theorem 2.4.3: Schwarz

Letf:D cC R4 — R. Then,
.. on D ..
0;(0;f) e C(D), Vj,i=1,....d, = 0;(0;f) = 0i(0,f), Vj,i.

In this case, we pose 0;; f := 0;(0; f). In particular, the hessian matrix is symmetric.

We have now all the ingredients to extend first order Taylor’s formula (2.4.1) to second order:

Theorem 2.4.4: Second order Taylor formula

Letf: D C R4 ¢ R —> R be twice differentiable at p € D. Then,

@43 @)= fP VG G- P+ 3V GG -5 G- p)+o (- 5IF),

Proor. If X = p, formula (2.4.3) becomes a trivial identity. So, let us assume X # p and set il := 7=+
this way ||i]| = 1). Define also the auxiliary function

g(1) := f(p +1ti).

We notice that g(0) = f(p) and g(||X - j1|) = f(p + (X — p)) = f(X). Moreover, by one variable Calculus Taylor’s
formula for g at t = 0 we have

’ 1 144
(2.4.4) g(1) = g(0) +¢'(0)r + 3¢ (0)F + o(1?).
Notice first that g(0) = f(p). Then, by the total derivative rule,
g (1) =Vf(p+ti)-u, = g'(0)=Vf(p)-i.
Now, notice that
d
() = Vf(F+tiD)-ii = ) 0 f (5 +tiDui,
i=1
S0, again by the total derivative rule,
d d [ d
(1) = Y (VO f)(F+tid) - iDyur = Y| D 0;(0:f) (f +tidyuj |ui,
i=1 =

i=1 \ j=1

from which,

d
g7(0) = )" 0;(0if)(Puiu; = V2 f(p)ii - i.

ij=1

Therefore, setting ¢ = ||X — p||, from formula (2.4.4) we get

) = P+ V@) G- P+ 3V FPE ) G =) +o (15 - 5IF),

which is the conclusion. O
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Remark 2.4.5

What is the interpretation of
VP E=-p) - (X-p)?
This the product lines by columns of the matrix V? £ (X) with vector X — j, obtaining a vector. Then, we do
the scalar product of this vector with ¥ — p. Sometimes, this operation is denoted by
V2 (p) (X - p)
even if (¥ — p)? does not make any sense!

2.5. Classification of stationary points

One of the most important applications of Taylor’s formula is a test to classify stationary points. The key idea
is in the following informal argument. If f is twice differentiable at a stationary point g, then, by Taylor’s formula
(2.4.3), we have

@)~ F(5) = 3V F PG =) - G- ) +o (IF - FIP) .

Now, as we might expect, the remainder term is negligible w.r.t. the quadratic term, so
- . 1 .
F® = (D) %305 5V (P)E = P) - (= P).

Thus, the sign of f(¥) — f(7) depends on the sign of V2f(p)V - ¥. So, the idea is that if this sign is positive,
f(X) > f(p), that is p is a minimum point, if sign is negative we have a maximum point while if sign can be both
positive and negative then we have a saddle point. The scope of this section is to make this intuition precise. We
need, here, to refresh some concepts from Linear Algebra.

2.5.1. Aside on positive/negative/indefinite matrices. Let us start recalling the following definition:

Definition 2.5.1

Let M be a d X d matrix. We say that
e M is strictly positive definite (notation M > 0) if
M -% > 0, V¥ € R9\{0}.

e M is strictly negative definite (M < 0) if —M > 0.
e M is indefinite if
Fi,v#0,: Mu-ii >0> Mv-V.

In general, it is not easy to determine whether a matrix M is > 0, < O or it is indefinite. There is, however, a
sufficient condition in a particular case important for us:

Proposition 2.5.2

Let M be a d X d symmetric matrix and let Ay, ..., A, its eigenvalues. Then:
i) M >0iff sgn(d;) =+1forevery j=1,...,d;
ii) M <0iffsgn(4;) =—1forevery j=1,...,d;
iii) M is indefinite if there exist i # j such that sgn(4;) = +1 and sgn(4;) = —1.
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Proor. Since M is symmetric, it is diagonalizable: there exists a an orthogonal matrix T (that is, TT+ = I)
such that

A0 ... 0
0 A ... O
M =T*DT, where D = diag(1y,...,14) = .
0 0 ... 4q
Then,
—o._T—> d
M3 -3 =TDT% -5 = D(T%) - (T%) “= " Dii - ii = Zﬁjuﬁ.
=1
Ifv; =T7'¢; =T*&;, then M¥; - ¥; = A, and from this we see that i), ii) and iii) immediately follow. O

Remark 2.5.3

If M > 0 and A, := min A}, then setting i = 7V (where M +T+DT)
d d
M7= A >A*Zu§ = A, il = LN T7|%
i=1 =

Now, since ||[TV||> =TV - TV =TTV - ¥ FIls 5o I¥]1?, we get the bound
(2.5.1) MYV -V > A|7)%, VP e R
Similarly, if M < O,

(2.5.2) M7 - ¥ < A||9]1%, V9 e RY,

where now 4" := max ;.

The condition presented in the previous Proposition is a concrete way to test positivity/negativity/indefinitness. We
do not need to determine eigenvalues but only their sign. To this aim, the following criterion is much direct:

Proposition 2.5.4: Sylverster’s criterion

Let M be a d X d symmetric matrix, and let My be the k X k submatrix of M made of the elements of first
k lines and columns. Then

e M >0iffsgndet M, =+1,Vk=1,...,d.

e M < 0iffsgndet M; = (-, Vk=1,...,d.

Proor. Define
Dy :=diag(Ay,...,Ax), k=1,...,d.
By the Proposition 2.5.2

e M > 0iffsgndetDy =+1forallk=1,...,d,;
e M <0iffsgndetD; = (=) forallk =1,...,d;

Now, since M = T+ DT, we have My = T;* DTy, so
det My = detTkl det Dy detTy = (detTk)2 det Dy, = sgndet My = sgndet Dy.

From this the conclusion follows. O
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Example 2.5.5: ()

Q. Determine the signature of the following matrices:

-3 0
2 1 2 1
1.[10]2.[12]3.(1) -4 2

A. 1. We have det M| = 2, det M, = —1, the matrix is indefinite. 2. We have det M| = 2,detM, =4 -1 =
3 > 0, the matrix is positive definite. 3. We have det M| = -3, det M, = 11, and

detM3:—3-[_4 2]—1-[1 0

2 -5 o 5| tO-det...=(=3) 16 -1 (=5) =+43.

J

2.5.2. Test for local extrema. It is well known that, in general, a stationary point is not a local extrema. The
next Proposition provides a sufficient condition to ensure this happens:

Proposition 2.5.6

Let f be twice differentiable at stationary point X.. We have:
i) if V2f(p) > 0 (all eigenvalues positive), then j is a local minimum point for f.
ii) if V2f(p) < 0 (all eigenvalues negative), then p is a local maximum point for f.
iii) if V2£(p) has both positive and negative eigenvalues, then p is a saddle point.

Proor. 1) Since Vf(p) = 0, by Taylor’s formula
- o1 s o s o - -
F@) = F(B)+ 5V F(H)E =)+ @ = p) +o(llF - 1)
Thus, being V2 f(p) > 0, by the bound (2.5.1) we get

1
F@=F(B) = 5VFEE=) - G p)+o(lF = FIF) > A.lE - I +o(1F - 5II)

L o(IX - 5117
= IF -7l (m -2

> =2
X - pll
Now, since
> o2
lim (/l* + O(Hj—f”z)) =1, >0,
X—p Ix = pll

we can say that there is 7 > 0 such that

Ly oUE - 5IP)

*

— > >0, VX € B(p,r]\{p}.
Ix = pll
Therefore,
()= f(p) >0, VX € B(p.r],
which is the conclusion. The proof of ii) is analogous.
iii) Suppose that 1; > 0 > A are opposite sign eigenvalues. Let us denote by V;, V; corresponding eigenvectors.
Then, moving along the straight line X = p + ¢V; we have

I o1 R R . |- o(1?)
fp+tvi) - f(p) = §V2f(l7)(lvi) - (1V) + o (PI[W]1P) = 72 EfliHVin | Z 0,
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when t — 0, thatis f(p +1v) > f(p), and f has a minimum at p along this section. By the same argument

o(t?)
7 <0,

- - = 1 >
FF+15) = £(B) = 2 (5451717 +

when r — 0. Thus, along line 5 +1V; f has a maximum at r = 0. Since we found two sections passing through p
along which f has, respectively, a minimum and a maximum, we conclude that p is a saddle point for f. O

Warning 2.5.7

In general, if V2 f(p) is not strictly positive (or negative), nothing can be said about the nature of the
stationary point.

Example 2.5.8: (x)

Q. Find and classify all critical points of
iR — R, flry) =x" -y

Vi(xy) = (47, =4y,
from which we see that d, f, d, f are both continuous, thus f is differentiable. (x,y) is a stationary point
for fiff Vf(x,y) = 0 iff (x,y) = 0. The Hessian matrix is

12x2 0 0 0
Vif(x,y) = . V2£(0,0) =

0 —12y? 00
The first shows that second partial derivatives are continuous, thus, at once, Vf is differentiable (so f is
twice differentiable) and V2 f is symmetric (Schwarz’s theorem). In particular, V2 £(0,0) # 0, so we cannot
draw any conclusion from it. However, f(x,0) = x*, 50 (0, 0) is a strict minimum for the x—section, while
£(0,y) = —y*, 50 (0,0) is a strict maximum for the y—section. Hence (0, 0) is not an extrema, but it is a
saddle point. O

Example 2.5.9: (xx)

Q. Let
fy) =x(t %) = y2x0, (x,y) € R%
Find and classify the stationary points of f and discuss the existence of local/global extrema. Find f (R?).

We have
Ay f(x,y) = 5x* +y2 = 3x%y2, Oy f(x,y) =2xy - 2yx°,
hence 0, f, d, € C(R?) and f is differentiable on the whole R%. (x, y) is a stationary point iff
. 5x*+y2 = 3x%y? =0, 5x*+y2 = 3x%2y? =0,
Vflx,y) =0, —
2xy = 2yx3 =0, xy(1 —x%) =0,
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The second equation poses three cases: x =0, y = 0 and x> = 1.

y2 =0, 5x% =0,
= (x,y) =(0,0), = (x,y)=(0,0),
x=0, y=0,
and ) 5 s
5+y2-3y2 =0, ¥ =3, 5
(x5y): il’i E s
xr=1, x2=1,

with all possible combinations on sings. Therefore, there are five stationary points. To classify them we
look at the Hessian matrix. Notice that
2063 — 6xy? 2y —6x%y
v/ (x,y) =
2y — 6x%y 2x — 2x°

from which we see that the entries are continuous, thus f is twice differentiable. At (0, 0), V2 f vanishes,
to the hessian test does not apply. However, f(x,0) = x> says immediately that (0, 0) is not an extrema. To
see if it is a saddle point is more difficult. By looking at sections like x = y*> we have

FOGEN =200+ =y =y 4yt =3~y 0y
that is, along x = y? f has a minimum at (0, 0). Taking x = —y?, we have the reversed situation
FE20) == 00+ 970 = 10 =y 4y~ o =y

that is, along x = —y? f has a maximum. We deduce that (0, 0) is a saddle point.

For the other points we have
5 5 5
5) 20-63 \/;(2—6) 15 —4\/;
0

sz(l, =
Jie-e 22 43

2
The sub-determinants are 15 > 0 and —16% = —40 < 0, therefore (1, \/g turns out to be a saddle point.

The same happens for all the other points. Therefore, f has not local extrema points, hence even global
extrema. About f(R?), finally, because R? is connected f(R?) is an interval. Moreover f is unbounded,
just check the x section f(x,0) = x°. Therefore f(R?) =] — co,+c0[. O

2.6. Convexity

Convexity is a very important qualitative property of a numerical function. One of the most important reasons
is that is ensures that a stationary point can be a global minimum/maximum point. Convexity and concavity are
found in many important contexts, as in Economy, Finance, Operations Management.

We start with the definition of convex set. The intuitive idea is simple: D is convex if for any two points X, y
in D, the segment joining the two points falls entirely in D.

Definition 2.6.1: convex set

We say that D ¢ R? is convex if
VX,ye D, =— tX+(1-1)yeD, Vte[01].
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Definition 2.6.2: convex/concave function

Let f = f(¥) : D c RY — R, D convex. We say that f is convex on D if
(2.6.1) fEx+0=-0y)ztf(X)+ (1 -1)f(y), VX,y € D, ¥t € [0, 1].

f is said to be concave if — f is convex.

As for differentiable functions of one real variable, convexity has a geometric interpretation in relation with tangent
hyperplanes.

Proposition 2.6.3

Let f : D ¢ R? — R be differentiable on D open and convex. The following properties are equivalent:

i) fis convex on D.
ii) f is above each tangent hyperplane, that is

fX) > f(p)+Vf(p) (X-p), ¥X,p € D.
iii) if f is also twice differentiable, then V2 f(p) > 0, for every p € D.

We skip the proof of this result, but we focus on a major consequence.

Corollary 2.6.4

Let f : D ¢ RY — R be differentiable and convex on D open and convex. If j € D is a stationary point,
then p is a global minimum for f on D.

Proor. Just notice that, according to the previous characterization of convexity at point j, we have

F@ > F@+VFH) - G-p) DY f(p). vi e D,

and this is the conclusion. O

This corollary enlighten why convexity/concavity is important in many optimization problems: it ensures that the
equation

V(@) =0,
determines min/max points. This equation is also named First Order Condition. Furthermore, the fact the target
function f is convex/concave boosts numerical algorithms to solve F.O.C.

2.7. Constrained Optimization

Many applied problems can be formalized as the maximization/minimization of a certain quantity (function)
f of several variables over certain constraints on the variables. For instance, consider the problem of searching for
the parallelepiped with maximum volume among those with fixed surface S. Formalizing this we have

max Xyz.
x,y,2>0 : 2(xy+yz+xz)=S

A general form for this problem is

min/max f(x1,...,xq), on D ={(x1,....,xq) €R? : gi1(x1,...,x3)=0,...,8m(x1,...,xq) =0}.
D

The main feature of this setup is that the domain D has no interior points in general.
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Example 2.7.1

Let D := {(x,y) € R : ax + by +c = 0}, with (a,b) # (0,0). Then, D is a straight line in R?, hence
Int(D) = @.

In particular, a min/max point for f won’t be a stationary point for f in general. Thus, the equation Vf(X) = 0
might be of no interest for the search of extrema. We have already met this type of situations, as in Examples 2.3.7
and 2.3.9), where we had to search for min/max points on parts of a domain where there are no interior points by
definition (the boundary of the assigned domain). So far we illustrated a solution found by hands” based on a
simple idea: use the constraint to reduce the number of variables.

To understand the strategy, let us consider a ”downsized” version of the problem posed above.

Example 2.7.2: ()

Q. Determine, among all the rectangle with fixed perimeter P, that or those (if any) having maximum area.

A. Formally, we want to determine

max xy.
(x,y)€]0,400[ : 2(x+y)=P
Here, the optimization domain is D = {(x,y) e R? : y = § —x}. Since y = g — x, we have that

P
Xy=X|——X]|.
Y 2

Thus, maximizing xy is the same of maximizing x (%

— x) where x €]0, +oo[). In other words
max Xy = max x(——x),
(x,y)€]0,4+00[ : 2(x+y)=P xe]0, £ 2

which is an elementary problem. We don’t even need to invoke the Differential Calculus to solve it. Notice

that
XP—X—PX—)CZ—— P—)62+P2
2 ) T o\4 4°

and this makes clear that the maximum is achieved at x = % Thus, the rectangle with fixed perimeter P and
maximum area has sides x = § and y = %, thus it is a square. Incidentally, notice that Vf(x, y) = (¥, x),

SO .V f (%, %) = (%, f) # 0. This confirms that constrained min/max points are not necessarily stationary
points for f.

The key idea of the previous example suggests a general one. Consider the proble

min/max f(x, y).
g(x,y)=0

Suppose that we can use the equation g(x,y) = 0 to “extract” y = ¢(x) or, which is the same, x = ¢ (y). These
functions are called implicit functions defined by g = 0. Then,

min/max f(x, y) = min/max f (x, ¢(x)) = min/max f (¥ (y), y).
8(x,y)=0 x y

The problem is that, in general, we might not be able to explicit y or x from an equation g(x, y) = 0. This might

be very complicate so that to explicit one of the variables as a function of the other might be an impossible task.

We will now illustrate an informal argument (that can be made a rigorous proof modulo technicalities) that yield a

condition to be verified at constrained min/max points, condition that does not involve any implicit function.
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Suppose (x*, y*) is a min/max point for f on g = 0 and assume that

g(x,y) =0, &= y=¢x).
Then,

f(x, #(x)) has a min/max point at x = x™.

By Fermat’s theorem,

d
(2.7.1) d—f(x, ¢(x)) =0.
X x=x*
Now, by the chain rule,

P 00) = 0 () + £ (3, 6 (),

S0, setting x = x*, by the condition (2.7.1) we get

(2.7.2) Ox f(xX",y") + 0y f(x",y") ¢’ (x*) = 0.

We now compute ¢’ (x). Since

g(x, ¢(x)) =0, = 0= :—xg(x,qb(x)) = 0xg(x, ¢(x)) + dyg(x, ¢(x)) ¢’ (x).
Assuming that 0,8 (x,y) # 0 when (x,y) € {g = 0}, we get

_0ug(x.9(x))
By8(x, 6(x))’

Plugging this last relation into equation (2.7.2) we obtain

_0xg(x", ")

= T ey

¢’ (x) =

ax *’ *
0= 0 f(x',y") +0, F(x'sy") (— (", y )),

ayg (x*’ y*)
that is, by rearranging terms,

(27.3) O f (. 3)0y8(F" ) = By f (& y)drg (") = 0.

Now, this condition has a nice geometrical interpretation. We recognize that it can be viewed as a scalar product,
precisely,

(axf’ ayf) : ((9yg, _6xg) =0,
where everything is evaluated at (x*, y*). This means that, at point (x*, y*),
Vf L (0yg7 _6xg)’ — Vf || (6Xg7 0yg) = Vg’ — Vf = /lvg’

for some coeflicient A. The same conclusion can be obtained if from g(x, y) = 0 we can explicit x = ¥ (y), provided
0xg # 0. Thus, conclusion Vf = AVg holds provided that d, g, dy g are never both equal to 0 on the constraint set
{g = 0}. We have informally proved the following

Theorem 2.7.3: Lagrange

Let g : E ¢ R> — R be differentiable and such that Vg # OonD := {g = 0}. Then, if (x*,y*) is a
min/max point for f differentiable on D we have that

(2.7.4) JAEeR : Vf(x",y") =AVg(x", y").

A point (x*, y*) verifying the condition (2.7.4) is called constrained stationary point for f.
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Example 2.7.4: (x)

Q. Determine

min/max(x + y).

x24+y2=1
A. Existence. Let f(x,y) =x+yand D = {x>+y?> =1} = {x*+y?> =1 =0} = {g = 0}. Clearly, D is
closed and bounded, hence compact, f € C, the existence of global min/max points for f on D is ensured
by Weierstrass’ theorem.
Determination. To determine these points, we apply Lagrange’s theorem. We first check that Vg # 0 on
D. Indeed,
Vg=(2x,2y) =0, &< (x,y)=(0,0) ¢ D,
thus Vg # 0 on D. Now, if (x,y) is a min/max point, we have
Vf(x,y) =aVg(x,y).

Since V f = (1, 1), this means

1=2Ax, 1
(19 1):/1(2)(:’2)})’ — B — (xsy):(ﬁs ﬁ)
1 =21y,

This point must belong to D, that is

2 2
1 1 1
(—) +(—) =1, = 2%=1, &= 1=+—,

24 24 \2
. 11 1 1 . . . .
that leads to points (\/_E’ \/—5) and (——2, _\/_E)' These are candidates to be min/max points. It is now
sufficient to notice that
1 1 1 1
() s
V2 V2 V2 V2

from which we see that the first point is a max point, the latter is a min point. O

Warning 2.7.5

The condition (2.7.4) stands to Lagrange’s theorem as the condition Vf = 0 stands to Fermat’s one. As
in this last case, to be a stationary point does not necessarily imply to be an extrema, also for Lagrange’s
theorem to be a constrained stationary point does not imply to be a min/max point.

Definition 2.7.6

We say that g = g(x, y) is a submersion on S ¢ R? if Vg(x,y) # 0 for every (x,y) € S.

Remark 2.7.7: (practical hint)

Lagrange multiplier A is unnecessary to determine points where V f = AVg. Indeed:
Vfxy) Vfxy)
Vf(x,y) =AVg(x,y), & rank <2, & det =0.
Ve(x,y) Vg(x,y)




52

Example 2.7.8: (xx)

Q. Find points of the ellipse x> + 2y> — xy = 9 at min/max distance to the origin.

A. We have to minimize/maximize the distance to the origin, that is the function

F(x,p) = [x% +y2.

Because of the properties of the root, to minimize this function or just x> + y? is the same (it produces the
same points but of course not the same values!) being /x2 + y2 min/max iff x> + y? it is, we replace the
previous f with

fony) =2+,
which is easier to be managed. Let also g(x,y) = x> + 2y> — xy — 9 in such a way we have to maxi-
mize/minimize f on {g = 0}.

Existence. Clearly f € C(R?). The optimization domain is D := {g = 0} which is clearly closed being
defined by en equality involving a continuous function g € C. Let us check that D is also bounded.
Representing (x, y) with “adapted polar coordinates”, here (x,y) = (pcos¥, % p sin @) (with this choice

x2 +2y? = p? cos? § + 21 p? sin® 6 = p?), we have

1 9
(x,y) €D, & p>— —p?cosfsinf-9=0, & p>= —F1 .
) p \/§p P 1- 2\45 sin(26)
; _ 1 g _
Now, since 1 N sin(20) > 1 2\5>0, we have
9
(x,y) €D, = p*< — =M.
-3

Since p? = x? + 2y? is bounded, also ||(x, y)||* = x* + y*> < x> + 2y? = p? is bounded, thus D is bounded.
According to Weierstrass’ theorem, f admits both min/max on {g = 0}.

Determination. We just proved that min/max points of f on D exist. To determine them, our aim is
to apply Lagrange’s theorem. First, we need to check whether g is a submersion on D. Now, g is not a
submersion at points (x, y) such that
2x —y =0,
Vg=0, & (2x-y,4y-x)=(0,0), — x=y=0.
4y —x =0,

Since g(0,0) = =9 # 0 we conclude that (0,0) ¢ {g = 0}, so g is a submersion on {g = 0}. Therefore,
Lagrange’s theorem applies and at a min/max point we must have V f = AVg or, as noticed above,

V| _ 2x 2y
Vg ]—det

0= det 2x—y 4y-x
This can be rewritten as

=2x(4y —x) —2y(2x —y) = 2(y2 —xz) +4xy.

(x+y)2-2x2=0, & (x+y)?=2% & x+y=+V2x, & y=(xV2-Dx.
Therefore we have points (x, (+V2 — 1)x). Now,
,(V2=Dx) e {g=0}, &= Z+2(V2-1D)22=-(V2-1x*=9, & (8-5V2)x2 =0,




from which x = + \/_\f This produces points ( 3 = ii}L;\lf)) (same sign, 2 points). Similarly
8-5V2 8-5V2 8-5V2
(V2= Dx)etl, = *>+2(-V2-1D)2% = (-V2-1x?=9, = (B+5V2)x*=9
from which x = + \/;Tﬁ This produces points (+ \/835( 3i/8‘f5«f1)) (same sign, two points). Now,
+ + +

being

3 3(\/‘—1)) 36-18V2 ( 33 \/_—1)):36+18\/§
“sosva \s_sv3] 8-5v2 V8+5v2  V8+5v2 | 8+5V2

we have that the first points are max for f, the latter are min.

Lagrange’s theorem extends to the more general problem

min/max f(xg,...,Xxq).
g(x1,..,xq)=0

Theorem 2.7.9: Lagrange

Let g : E ¢ RY — R be a differentiable submersion on D := {g = 0} (that is, Vg # 0 on D). Then, if X,
is a min/max point for f differentiable on D, we have that

(2.7.5) d1eR : Vf(X) = AVg(X.).
Remark 2.7.10
vy
Vf=AVg, & rank <2.
Vg

Now, since this matrix is a 2 X d matrix, its rank is < 2 iff all 2 X 2 sub-determinants are = 0.

Example 2.7.11: (s * %)

Q. Solve the isoperimetric problem

max Xyz.
(x,y,z)€R3: x,y,220, 2(xy+yz+xz)=S

A.Existence (++) Let f(x, y, z) := xyz,clearly f € C,and D := {(x,y,2) € [0, +00[>: 2(xy+yz+xz) = S}
is closed. Unfortunately, D is unbounded (for example, (0,y,z) € D provided yz = %, which is an
hyperbola, so (0, y, %) € D for every y > 0). However, we can easily prove that the maximum must be

sought on a bounded part of D. We first notice that (x, y, z) € D iff x = 4/S/6. The corresponding volume

3/2
isxyz = (%) . Now, fix x > 0. Then

95
95

XY, X2 < =, = y,I< —, = XyI <X

2 @4}( 6

s s[5\
AR
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. 3/2 . . . 3/2 .. 3/2
provided x > ©-VS. So, any maximum point must verify 0 < x < &-+S. Similarly, 0 < y,z < -V,
whence

63/2
(x.y.2) € D N [0, V5],

This set is now closed and bounded, hence compact. Since f € C, max f exists according to Weierstrass’
theorem.

Search (#x). We apply the Lagrange’s theorem. First, let us check that g = 2(xy + yz+xz) — S is a
submersion on D. We have

. y+2z=0,
Vg=02(y+2),2(x+2),2(x+y)) =0, x+z=0, < (x,y,2)=(0,0,0)¢D.
x+y=0,

Thus Vg # 0 on D. Let now (x,y,z) be amax point for f. According to Lagrange’s theorem,

Yz Xz Xy <9
2(y+2) 2(x+2z) 2(x+y) '

This happens iff all the 2 x 2 sub-determinants of this matrix vanish, that is

Vf(x,y,z) =4AVg(x,y,z), & rank

yz(x+z) —xz(y+2) =0, Z(y-x)=0,
yz(x+y) —xy(y+2) =0, < { y*(z-x)=0,
xz(x+y)—xy(x+z) =0, xz(z—y) =0.

The first poses either z = 0 or y = x. In the first case, the remaining equations reduces to xy = 0, that is
either x = 0 or y = 0. This means points (0, y,0) and (x, 0, 0), none of which can be maximum point since
in both cases volume=0. In the second case, y = x, second and third equations reduce to xz(z -x) =0,
that is either x = 0 (then solutions (0, 0, z), none of which is maximum) or z = x. Thus the unique possible

candidates are (x, x,x). Imposing the perimeter condition, 3x2 = %, X = ,/%, and we conclude that the

. . . . . _ s
volume is maximum when the parallelepiped is a cube of side x = \/;.

Example 2.7.12: (sxx)

Q. A segment of length L is divided into n parts of lengths x, . . .,x,. Find the maximum of x1 - - - x,,. By
this, deduce the classical inequality between aritmetic and geometric means:

X1+t X,
VX1 Xy S ——, Vxl,...,xn>O.

A. The problem consists in solving for

max X1 Xp.
xX1++x,=L, x1,..., Xn 20
Existence. Let D := {x1,...,x, 20 : x;+---+x, = L}. D is closed and bounded (because 0 < x; < L
for j=1,...,n). Since f(xy,...,Xx,) = x| --- Xy is clearly continuous, existence of maxp f is ensured by

Weierstrass’ theorem.
Search. Let g = x; +- - - +x, — L. Clearly g is differentiable, and since

Vg=(1,...,1) £0,
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g is a submersion on D. According to Lagrange’s theorem, any min/max point for f verifies

Vf(xt,. .. xn) X2 Xp X1X3°c Xp ccc X[t Xp|
rank = rank <2.
Vg(xl,...,xn) 1 1 1
This is possible iff all the 2 x 2 sub determinants vanish. Choosing column i and j respectively we have
X1t Xio1Xigl Xn X1t Xjo1Xj4lc Xn
det =X Xim 1Kl X1 X el X (X — X)),
1 1
Therefore, (x1,...,x,) € D is constrained stationary point for f on D iff
X1t Xim1Xiwl - Xjo1Xjul - X (X —x;) =0, Vi£ j=1,...,n.
This produces points where a coordinate is null (hence f = 0) and, if x; > 0 for any j, x; — x; = 0 for all
i, j, and this means that (xi,...,x,) = (@, a,...,®). Imposing that this point belongs to D we find the
point (% R %) as the maximum point! Therefore,
L n
max xl---xnz(—) .
X1+...+xp,=L, Xx1,..., X, >0 n

In particular, recalling that x; + ... + x,, = L, this conclusion can be written as

X1+...+x,\" X1+...+x,
Xpooxp S| ——m ), &= Axoxy K ——m8.

n n

Example 2.7.13: (xx)

Q. Among all the convex polygons inscribed into a circle, find those of maximum perimeter.

A. Let r > 0 be the radius of the circle, 6y, .. ., 8, the subsequent angles formed by the vertexes of the
polygon. Then

n
0.
perimeter = P(0y,...,0,) = Z 2r sin ?j
j=1

We have 0 < 6; < 2m and 6 +- - - + 6,, = 2. Thus, we have to determine

.....

.05

max E 2r sin —.

Ot +0,=27, 0<0; <2, j=1,....n £ 2
: =

Let

D :={(0,...,0,) €[0,27]" : 61+ ---+0, =2n}.
Clearly D is closed and bounded (compact), and being P € C, maxp P exists in virtue of Weierstrass
theorem. Arguing as in the previous example, we easily find stationary points of P on D: they must fulfill

LI bn
r cos > rcos

0.
rank <2, & rcos— =rcos
1 1 2

i

0,

) s Vl',j, — 0,‘ = 9]', Vl.,j.

Therefore, the polygon with maximum perimeter has ) =6, =... =0, = 27”, thus it is a regular polygon.




56

2.8. General Lagrange’s multipliers theorem

Lagrange’s theorem extends to a more general setup where several constraint are involved, that is in a problem
like

min/max  f(X).
81(X)=0,....8 m (¥)=0

We start with the extension of the definition of submersion map:

Definition 2.8.1

Let G := (815-..,8m) : E c R — R™. We say that G is a submersion on S if
(2.8.1) Vgi1(%),...,Vgu(X) are linearly independent, Vx € S.

Since a vector is linearly independent iff it is different from zero, the previous definition encompasses the definition
of submersion given in the previous section.

Remark 2.8.2
Since Vg (%), ..., Vgn(X) are m vectors of RY, they can be linearly independent only if m < d. A practical
way to check condition (2.8.1) is then the following:
Vg1 (x)
Vga(X) -
rank ) =rank G’ (X) = m.
Vem(X)

Since jacobian matrix é’(fc’) is an m X d matrix (with m < d as noticed above), rank é’(f) =m iff at
least one m X m sub-determinant of é’()_c') is not zero. In practice, it is convenient to test when G is not
a submersion: this means that rank é’(x) < m, that is, is not maximum. This happens iff each m X m
submatrix of G’ (X) has null determinant.

Theorem 2.8.3: Lagrange’s multipliers

Let G = (g1,-..,8m) : E € R — R™ be a submersion on D := {g; =0, ...,g, =0}. Then, if X € D is
a min/max point for f differentiable on D,
2.8.2) (30, A €R 1 VF(E) = 14V (F) + -+ 1aVem (D). |

Remark 2.8.4

The condition (2.8.2) says that V f(X) is linearly dependent of Vg (%), ..., Vg, (¥) and it involves “mul-

tipliers” Ay, ..., 4,, which, however, are unnecessary. In fact, since G = (g1, ..., &) is a submersion in
X,
Vf(X) -
3 Ve (x
Ve ) 1o
(2.8.2) < rank . = rank : =m.
Co. Vgm (X
Vem(® Em()
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The left matrix is an (m + 1) X d matrix whose rank cannot be m + 1. Therefore
V(%)
, Vgi(X)
(2.8.3) (2.8.2) & all (m+1) x (m+ 1) subdeterminants of ) equals 0.
V(%)

Example 2.8.5

Q. Let D = {(x,y,z) eER} xy+2=1,x2+y*= 1}. i) Show that S is the non-empty zero set of a
submersion on D. ii) Is D compact? iii) Find, if any, the points of D at the min/max distance to the origin.

A. 1) Let us check that D # @. We have

2,2 _ X =+,
(x,x,27) €D, {;;_Zl L — { _+‘f
x- =1, T=4 5
Therefore (-0_-%, i%, t%) €  (all combinations of signs, the first two coordinates with same sign).

Define now G = (g1.82) = (xy+2z2 = 1,x> +y?> — 1) in such a way that D = {g; =0, g» = 0}. We must
discuss if G is a submersion on D. G is not a submersion iff

R y x 2z 2(y* -x%) =0,
rank G'(x,y,z) <2, < rank <2, & —4xz =0,
2x 2y O —4yz =0.
The second equation yields two cases:
x=0,
y2=0, & y=0, or z=0,
zeR’ ’ ¥’ -y2=0, & y=x, Vy=-x.

Therefore, G is not a submersion at points (0,0, z), z € R and (x, x,0), (x,—x,0), x € R. Are these points
in D? Clearly (0,0, z) ¢ D. Moreover,

x2 =1,

%2 =1,

—xr=1,

22 = (impossible).

(x,x,0) e D, { (impossible), (x,-x,0) € D, {
Thus, no points where G is not a submersion are in D, this means that G is a submersion on D.
ii) Since D = {g; = 0,g, = 0} and g1, g> € C, D is closed. It is also bounded because, by the second

constraint, x> + y? = 1 we deduce |x|, |y| < 1, and by the first
Z=1-xy<2 = |z < V2.
Therefore, D is compact.
iii) Existence. The distance from (x, y, z) to (0, 0,0) is y/x2 + y2 + z2. Because this quantity is min/max
when f(x,y,z) = x> + y> + 2% it is, we use this last function to find min/max points. Since D is compact

and f is continuous, min/max points exist by Weierstrass’ theorem.
Search. By i), Lagrange’s theorem applies. Since f is clearly differentiable, if (x, y, z) is a min/max point

Vfx,y,2) y x 2z
rank [ Vgi(x,y,2) | <3, & det| 2x 2y 0 | =0,
Vga(x,y,2) 2x 2y 2z
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that is,
22(2y* - 241 =0, &= z(y-x)(y+x) =
Candidates are therefore the points (x, y,0), x,y € R, (x, x, z), (x, —x, z), with x, 7 € R. Now

x2=1,
(x,y,00e D, = = (x,y,0) =(£1,0,0).
xr+yr=1,
Similarly
2+2= 1, 1 1 1
(x,x,2) €D, & — (i—,i—,i—) ;
2x2 =1, 2 2 2

—x“+z-=1
1 1
(x,—x,z) € D, — (i— F— iv—g);

By computing distance, we see that (+1,0,0) are the points at min distance while ( +L ¥
points at max distance.

Here below we summarize and algorithm for the search constrained extrema. In some cases it may happens that the
constraint G is not a submersion on the set { G= O} On points where G is not a submersion, Lagrange’s theorem
cannot be applied. You can always consider these possible bad points as possible candidates min or max points and
add them to the list of candidates to check with direct evaluation of the maximizing/minimizing function.

Check List 2.8.6: Searching for constrained extrema

To solve
min/max  f(¥).
81(X)=0,...,8m (¥)=0
(1) Determine ifG = (g1,...,8m) is a submersion on D := {é = 6} ={g1=0,...,8,» =0}. To

this aim
G not submersion <= rank é'()?) <m, det[é’]mx,,, =0, V[é’]me.
Output: Dc D, on which G’ is a submersion.
(2) Discuss compactness of D
(3) Existence: if f € C and D is compact = Weierstrass’ theorem; if f € C and D is closed and
unbounded, = compute limz_,q,, f(X), if +c0 (—c0) = existence of min (max).
(4) Search: apply Lagrange’s multipliers theorem on D, solving for

feDcD,
Vf Vf
Vgi Vg

rank . <m+1l, & Vdet . =0.
Vgm Vem

m+1xm+1

Output: constrained stationary points of f contained in D= compare values of f on stationary

points and on any other point in D\D (if any) and determine where f attains min and where it
attains max values.
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2.9. Exercises

Exercise 2.9.1 (). Compute the following directional derivatives:

i) 6(\@’1)1‘(1, 1) where f(x,y) :=log(1l + xy).
ii) 0(2,2)f(1,0) where f(x,y) := arctan(x + y).
iii) d(1,1y./(0,0) where f(x,y) := |xx|i);2 for (x,y) # 0 and £(0,0) = 0.

iv) 0(-1,1)f(0,0) where f(x,y) = =2 for (x,y) # 0 and £(0,0) =0.

x2+y

V) 0(-1,-2)f(0,0), where f(x,y) := % for (x,y) # 0 and f(0,0) =0.
Xty

=

Exercise 2.9.2 (xx). For each of the following functions say whether f is continuous at point (0, 0), there exist
0xf(0,0), 0y f(0,0), and f is differentiable in (0, 0).

o )20 S e
1. f(x,y):= 2. f(x,y) :=
0, (x,y) = 0s. 0, (x,y) = 0s.
x2y3 2y
G (x,y) # 0y, porciub R i (x,y) # 02,
3. f(x,y) = 4. f(x,y) =
0, (x,y) =0,. 0, (x,y) =0,.

Exercise 2.9.3 (++). Show that the function f(x,y) = xv/x2 + y2, (x,y) € R? is differentiable on R?.
Exercise 2.9.4 («+). Show that the function

x2sin %, y#0,
fxy) =
0, y=0,
is differentiable at 0 but dy f is not continuous at 0.
Exercise 2.9.5 (xx). Let
x2—y?
xy——=—, if(x,y) # 0y,
xZ+y?
flxy) =
0, if (x,y) =0,.

Then 3y £(0,0), By £(0,0) but dyy £(0,0) # By £(0,0).

Exercise 2.9.6 (x). Determine and classify the stationary points.
i) flx,y) =xy(x+1).

ii) f(x,y) :=x2+y> +xy.

i) fx,y) =x3+y3 +2x2 +2y2 +x +y.

iv) f(x,y) :=xe” +ye*.

V) (sx) f(x,y,2) = (2 =3x —yH) 2 + 2.
Exercise 2.9.7 (+). Find the value of the parameter A € R such that the function f(x,y) := x> + Ay> — 4x + 2y has
a stationary point in (2, —1). What kind of point is this?

Exercise 2.9.8 (+). Letf(x,y) :=x>(1 —y)on D := {(x,y) € R? : x?+|y| < 4}. Study the sign of f, determine
its eventual stationary points on D and min/max of f on D. Determine f(D).

Exercise 2.9.9 (+). Discuss min/max of f(x,y) :=xye > onD = {(x,y) eR?> : 1 <x<4, y>0, |xy| <1}.

Exercise 2.9.10 (=*). For each of the following functions a) find the stationary points, b) find any min/max in the
domain, c) find the image of the domain.
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i) f(x,y)=x*+y*—xy,on D =R2

i) f(x,y) =x ((logx)*+y?) on D =]0, +oo[xR.
iii) f(x,y) =xy(x+y),on D =R2,

iv) f(x,y,z) =x>+y?+z> = 2xy+2xzon D = R3.
V) f(x,y,z2) =x*+y*+z* —xyz,on D =R,

Exercise 2.9.11 (xx). Let

FOuy) = (@ +y%)? =327y, (x,y) € R
i) Determine lim,, )0, f(x,y) (if any). ii) Find stationary points of f. iii) Find eventual global min/max of f
on R? and find f(R?).

Exercise 2.9.12 (xx). Let

[y, = (P +y? + ) —xyz, (x,7,2) € R
i) Show that limx y 7)o, f(X,y,2) = +oo. ii) Find stationary points of f. iii) Show that f has global minimum
on R3 and find f(R?).

Exercise 2.9.13 (+x). Let f(x,y) :=x2 (y? - (x — 1)), (x,y) € R%. i) Does it exists lim(y,y)—co, £ (x,¥)? If yes,
compute it. ii) Find and classify the stationary points of f on R2. iii) What about extrema of f on R?? Determine
f(R?). iv) Show that f has min/max on D := {(x,y) € R? : y <0, 0 <x < y+1} and find them. Whatis f(D)?

Exercise 2.9.14 (+x). Consider the function f(x,y) := x*+y* - 8(x? +y?) on R2. i) Compute lim . y) 0, (X, ).
ii) Find and classify the stationary points of f. What can you say about global min/max points of f? What about
f(R?)? iii) Find the min/max points of f on the domain D := {(x,y) € R> : x> +y?> < 9}.

Exercise 2.9.15 (x). Determine min/max of f on the set D in the following cases:
D f=x+y,D={(xy) : +y* =1}
i) f=224y"—x,D={(x,y) : X*+)y>=1};
iii) f=xy,D={(x,y) : x>+y*+xy—1=0};
iv) f=x2+5y2 - 1xy, D ={(x,y) : x> +4y> =4}

Exercise 2.9.16 (+). Determine min/max of f on the set D in the following cases:
) f=x-2y+2z,D={(x,y,2) : x> +y>+z>=9};
ii) f=22",D={(x,y,2) : x> +y*+72=1}.

Exercise 2.9.17 (+%). Let D := {(x,y,2) € R} : 22 =x2+y? + 1, z = 2x* + y?}. Show that i) D # @ is the zero
set of a submersion on D, ii) D is compact. iii) .4 has points of maximum quote: find them.

Exercise 2.9.18 (+#). Let D := {(x,y,z) € R? : z2 =xy+ 1}. Show thati) D # @ is the zero set of a submersion
on D.ii) D is not compact. iii) Show that there exists points of D at minimum distance to the origin and find them.

Exercise 2.9.19 (+#). Let D := {(x,y,2) € R? : (x2+y?+2z%)> —xyz = 1}. i) Show that D # @ is the zero set of
a submersion on D. ii) Say if D is compact or not. iii) Determine, if they exists, points on D at maximum distance
to the origin.

Exercise 2.9.20 (xx). Let D := {(x, yv,2) €RY 1 x2+y2—72=0, x* -y = 1}. i) Show that D # @ is the zero
set of a submersion on D. ii) Say if D is compact or less. iii) Determine, if any, points of D at min/max distance
t0 0.

Exercise 2.9.21 (+x). Let D := {(x,y,2) € R® : x* —xy+y? —z2 =1, x* +y*> = 1}. i) Show that D # @ is the
zero set of a submersion on D. ii) Show that D is compact. iii) Find stationary points of f(x,y,z) = xyz on D.
What can you say about the problem to find extrema of f on D?

Exercise 2.9.22 (+#). Let D := {(x,y,z) € R® : x> +y? —z% = 1}. i) Show that D # @ is the zero set of a
submersion on D. ii) Is D compact? iii) Determine, if any, points of D at min/max distance to 0.
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Exercise 2.9.23 (x). Find the stationary points of f(x,y,z) := xyz, (x,y,z) € R? on the ellipsoid Z—i + Z_z + f:_z =1
(here a, b, ¢ > 0). Deduce min/max of f on the ellipsoid.

Exercise 2.9.24 (sx). Determine min/max of f(x,y,z) = xy + yz + zx on the plane x + y + z = 3.

Exercise 2.9.25 (+x). Compute the min/max distance of the point (0, 1, 0) to the following subset of R>:
X2+ y2 +72=1,

x> +yr=x.

Exercise 2.9.26 (xx). Consider the set D := {(x, v,2) €RY 1 z=x24+y% x+y+z= 0}. Discuss the problem of
determining points of D at min/max z.

Exercise 2.9.27 (+x). Let D := {(x,y,2) € R? : x> +y?+7z*> =1, 2z -3x =0} and f(x,y, z) := xz. i) Show that
D # o is the zero set of a submersion on D. ii) Show that D is compact. iii) Find extrema of f on D.

Exercise 2.9.28 (). Let D := {(x,y,2) € R} : 2x?+2y? =72 =1, (x — y)®> + z = 2}. i) Show that D # @ is the
zero set of a submersion on D. ii) Show that .Z is not compact. iii) Find stationary points of f(x,y,z) := zon D.

Exercise 2.9.29 (+#x). A function f : R — R is said to be homogeneous of degree a > 1 if
F(%) =t f(R), Vi > 0, V¥ € RY.
Show that the following identity holds:
X-VfQR) =af(¥), V¥ € R4
Exercise 2.9.30 (xxx). Let F : RY —s R™ be differentiable and invertible with inverse F~! : Rm —s R4
differentiable. Prove that, necessarily, d = m. (hint: differentiate Fl (ﬁ ()'c')) =% VieR9 .. )

Exercise 2.9.31 (x+x). Let @ € R?\{0}. Determine

min ||X]|.
X-a=1

Exercise 2.9.32 (++++). The scope of the exercise is to prove the differentiability test 2.2.6. For simplicity, we
assume that f = f(x,y) : D ¢ R> — R, D open, have 0, f, Oy f € G(D). The goal is to prove that

fGx+hy+k) = flx.y)=Vfxy) - (hk)+o(l(h ).
The idea is to write
fOrthy+k) = f0ny) = (Fa+hy+k) = fy+0) + (f0ny+0) = f(x.0),
and use the classical one-variable Lagrange’s theorem to write
fx+hy+k) = f(x,y+k)=0cf(xni,y+k)h,

where x < xp r < x + h (if for instance & > 0). Here xj, ; actually depends also on k (why?). Do the same for the
other increment. Then, writing

Oxf(Xnksy + k) =0xf(x,y+k)+ Ap, where Ap g = 0x f(xpk,y + k) — Ox f(x,y + k),
try to conclude the proof.






CHAPTER 3

Vector fields

Consider a function f = f(X) : D ¢ RY — R which is differentiable on D. Then
Vf:DcRY— RY.

In general, a function F=F (¥) : D ¢ RY — RY, is called vector field on R. Vector fields are very important
entities in Physics. They are used to describe forces (force field) or other entities (like the electromagnetic field, or
the velocity field). For example, the gravitational field induced by a point mass m positioned at point p € R? is

i-p

ﬁ(f) =-Gm—5—=-,
% -pl°

I eR\{p} =D,
where G is the universal gravitational constant.

An important concept related to a vector field is its potential, namely a function f, if any, such that Vf = F.
For example, in the case of the gravitational field it is easy to check that

f(X)=Gm

XeD,

1
1% -5l

is a potential for F (do this check). The main scope of this Chapter is to understand how the problem of determining
a potential of a vector field can be solved in general.

In dimension d = 1, this problem is well known and it consists in finding a primitive for function of one real
variable: given F, determine f such that f* = F. By the Fundamental Theorem of Integral Calculus, we know that
if f € C then the solution always exists and it is given by

F) = J F(y) dy.

The multidimensional version of this fact is much more involved and even good fields do not have any potential.

Chapter requirements: differential calculus for functions of vector variables, one variable integration and
primitive calculus.

Learning objectives:

e (basic *) concept of vector field and potential of a vector field, conservative and irrotational fields,
determining potentials of simple fields.

e (intermediate *x) discussing and solving the problem of determining a potential for a vector field.

e (advanced =#x) discussing non standard problems, abstract reasoning (proofs).

3.1. Definitions
We start formalizing the ideas introduced above.

63
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Definition 3.1.1

A continuous function F = F (X¥) : D c R — R9 on D open set is called vector field on D. A vector
field F : D c RY —s R4 is said to be conservative on D if there exists f : D — R such that

Vf(Z) = F(X), Vi e D.
A function f verifying this property is called potential of FonD.

Apart for the case d = 1, even for d = 2 it is not immediate to visualize a vector field. As a function, the "graph” of
a vector field is the set {(¥, F(¥)) : ¥ € D} ¢ R? x R (so, if d = 2 we have a subset of R x R? = R#). Instead
of plotting impossible graph, an interesting representation is provided by a figure where, at each point X € D we
draw the vector F (X). This makes representable planar and even (in some cases) space vector fields.

FIGURE 1. Left to right: vector fields (—y,x), (x,y) and (y, x> — x).

Remark 3.1.2

IfF=(fi,...,fs) then
hf@) = fi(X),
Vf=F,onD, & {: VieD.
Oaf (%) = fa(X),

Clearly, if f is a potential for F, also f +c, where c is a real constant, is a potential for F because V(f+c) =
Vf+Vc= F+0 = F. In dimension 1, potentials are the primitives of /. We know that if the domain is an interval,
then all the potentials differ by an additive constant. In higher dimension this remains true if the domain D is made
of one piece, that is if it is connected. The proof is similar and it is based on the following

If Vi = 0 on D connected set, then 4 is constant.

Proor. Let X,y € D. We show h(X) = h(y). Since D is connected, there exists a curve ¥ = ¥(¢) in D joining
Xtoy, thatis ¥ : [a,b] — R< such that y(a) = X, 7(b) = ¥. Consider ¢(r) := h(¥(t)). We may assume 7 is
regular, that is 3y’ (¢) for every ¢ € [a, b]. Since ¥(¢) € D for every ¢, we have

¢’ (1) =Vh(y(1)) -¥'(1) =0, Vt € [a,b], = ¢(1) =C,
that is, in particular, ¢(a) = ¢(b). But ¢(a) = h(y(a)) = h(X) and ¢(b) = h(y (b)) = h(y). |
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Proposition 3.1.4

Let D be a connected set and f, g potentials of the vector field Fe C(D). Then f — g =constant.

PrOOF. Assume Vf = F= Vg. Then,if h:= f —g,Vh = 6 hence, from the Lemma, h = constant. O

Example 3.1.5: ()

Q. Determine all the potentials for the field
F(x,y) = (y.x), (x,y) eR*=:D.

A. We have to find f such that
Ocf(x,y) =y,
(x,y) € R?.
Iy f(x,y) =x,
Consider the first equation, d, f(x, y) = y. Looking at y as a parameter,

f(x,y) =Jydx=yx+c,
where c is a constant w.r.t. x. Then we may imagine ¢ = c¢(y), that is
fx,y) =xy+cy).
To find ¢ we use the second equation, d, f (x, y) = x. Indeed
Oy fx,y)=x, & x+c(y)=x, & (y)=0, &= c(y)=c,

and we deduce f(x,y) =xy+c, c € R.

3.2. Irrotational fields

In dimension 1 the problem to find a primitive of a function F has always an answer provided F is continuous.
As the following example shows, in dimension d > 2 the story is quite different

Example 3.2.1: (x)

Q. Show that the field
F(x,y) = (y,—x), (x,y) €R*=: D,
has not any potential.

A. We have to find f such that
Ocf(x,y) =y,

Oy f(x,y) = —x,
The first equation leads to
Jflxy) = J y dx =xy+c(y).
Now, imposing the second equation we get:
Oy f(x,y)=—x, &= x+(y)=—x, &= '(y)=-2x.

This is impossible because ¢ must be constant in x! We deduce that it is impossible that f exists.
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What is surprising in the previous example is that, while F= (y,x) is conservative, F= (y, —x) it is not. What
is the explanation of this fact? The answer comes from a consequence of Schwarz second order crossed partial
derivatives:

Proposition 3.2.2

Let F: D c R — RY, F = (f1,..., f1) be a conservative C' vector field (that is, d;f; € C(D) for every
i,j=1,...,d). Then,

(3.2.1) difj=0;fi, onD, Vi, j=1,...,n.

ProoF. Since F = V f for some f, we have f; = d; f. By assumption 0; f; = 0;(9; f) € C(D), so according to
Schwarz’s theorem

Schwarz

f)’ﬁ = (9]alf = (9,(9,f = Hl-f,». O

Definition 3.2.3

A vector field F fulfilling (3.2.1) is called irrotational vector field.

Remark 3.2.4

It is easy to check that in the Example 3.2, the field is not irrotational. Indeed,

(¥, —x) isirrotational <= 0J,(y) = 0x(-x), & 1=-1,

which is false. O

Therefore, conservative — irrotational. The vice-versa is false, as the following example shows.

Example 3.2.5: (xx)

Q. Show that the field
y
x2+y27 x2 4 y2

F(x,y) = (

is irrotational but not conservative on R>\{0,}.

), (x,y) € R\{02}

A. Let us check first that F is irrotational. F is irrotational iff

y X
oy [-—2=| = o, |
y( x2+y2) X(x2+y2)

N :_x2+y2—y2y:_x2—y2 x :_xz_yz
YT X242 (x2 + y2)2 2+y2 X242 x2+y2

We have

Therefore F is irrotational. Let us assume that a potential f exists. Then

Yy Yy
Oxf(x,y) = —m, = flxy) = I _x2+y2

1 1
dx+c(y) = —; J‘ — dx+c(y) = —arctan §+c(y).

e (3)
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Thisif y #0. If y =0,
Oxf(x,0) =0, = f(x,0) =c(0),

Therefore the candidate is
— arctan )y—‘ +c(y), y#0,

flx,y) =
c(0), y=0.
On the other hand, if y # 0,

Gyf(x,y)=% = a, (—arctan§+c(y))= = J(y) =0,

x
x2+y2 X2 +y2

so ¢ = C. We derive then that
— arctan i +C, y#0,

flx,y) =
C, y=0.

We are done apparently. But. . .looking carefully to f we see that the f we found is not even continuous!
To see this consider a point (x, 0) with x > 0. If (x, y) — (x,0) with y — 0+ then

flx,y) = —arctan = + C —> —arctan(+o0) + C = —g +C.
y
But if (x,y) — (x,0) with y — 0— we have
f(x,y) = —arctan ic— —arctan(—c0) + C = +% +C.
y

The conclusion is that lim y)—(x,0) f(x, y) doesn’t exists, for any x > 0. Thus, f cannot be differentiable
on Rz\{()}, whence it cannot be a potential for F. We got a contradiction.

3.3. Line Integral

An important concept of Physics is the work done by a force along a path. This quantifies the energy spent by

a force to move a mass from a point to another along a certain path. This concept is made formally precise through
the following definition.

Definition 3.3.1

Let F : D ¢ RY — R be a continuous vector field on D, 3 € C!([a, b]; D) (thatis 7,7’ € C([a, b])
and ¥ C D) aregular curve. We call line integral of F along y

Lﬁ:ﬂ?wmyme.

If y is a circuit, that is ¥(a) = 7(b), we call circulation of F along ¥ the integral

§ﬁ:jﬁ
y y

-y : [a,b] — R4, =5(1) :=9(b+a —1).

In practice, — is ¥ traversed in the opposite direction. Then

b =b+a—t RN - >
[ F=[ Fotra-m - 7ora-ma - [ FGo) v o == F
=Y

a b ¥y

For convenience, we introduce some notations that will be useful working with line integrals. Given a regular path
¥ € C!([a, b]; D), we define



68

Another important operation is the path concatenation. Suppose that ¥, € C'([a, b]; D) and ¥, € C'([b, c]; D)
are two paths with the enpoint of 1 coinciding with the initial point of ¥,, that is ¥1(b) = y»(b). We could merge
the two paths into a unique one

Padailacl — &Y Gueg = 10 1t

Then
b c
[ E=] Faanmmas | Foao) swa=| Fo| F
Y1+72 a b 7 72
Combining these two properties you can easily check that

f ﬁ:I ﬁ—J F
Y1-72 Y1 2

—¥ is not the path —y(¢) (that would make even sense, but it is not what we mean here by —y), and, similarly,
Y1 + ¥> is not the algebraic sum ¥ (¢) + y2(7).

Warning 3.3.2

The following result is the analogous of Fundamental Theorem of Integral Calculus for line integrals:

Proposition 3.3.3

Let F be a conservative vector field with potential f. Then, if ¥ € C'([a, b]; D)

(33.1) | F=rG0) - s,
Y
In particular, if ¥ is a circuit in D,
(3.3.2) f]g F=0.
7

Proor. If F =V f then, by the fundamental formula of integral calculus,

Lrb b g
[F=] Voo ywa=[" 4 rGw a=r60o0-rG@.
y a

a

The (3.3.2) follows immediately because for a circuit y we have y(b) = y(a).

Example 3.3.4: ()

Q. Compute 98x2+y2:1 ﬁfor the F of Example 3.2.5.

O

A.Let F = (_#ﬁ’ x++y2) We may parametrize the unit circle as y(t) = (cost,sint), t € [0,2x]. Then

2

2 :
- - t t
jEF:J s (—sint)+£costdt='[ dt=2n. O
y 0 1 1 0

So, property (3.3.2) of vanishing circulations is a new necessary condition for F to be conservative. It turns out
that, if D is connected, then condition (3.3.2) is also sufficient
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Theorem 3.3.5: fundamental theorem of calculus for fields

Let F € C(D) be a vector field on D ¢ R open and connected and such that all circulations vanish (that
is, (3.3.2) holds). Then F is conservative and all the possible potentials are

(3.3.3) f(®) = J F+c,%eD, c€R,

V3o, %

where 3, 3 is any regular path contained in D that joins X to X.

Proor. We will prove that i) formula (3.3.3) is well posed, that is, the line integral is independent of the specific
path connecting Xy to X;ii) Vf = F.

i) Let ¥z, 3 be a second path connecting X to X. We want to prove that
[ -] R0 F-| -] F
Y. % Yo% Yz, % Yz, % Vi, % Vg%
But this follows from the assumption of null circulations being ¥z, 3 —vzx, & acircuit. This proves the well posedness

of definition (3.3.3).
ii) The second step consists in proving that V f = F'. We have to prove that

FGE+h) - fFR) =F® -h+o(h).

ﬁ_J 7
Y.

%%

‘We have,
f@+m—ﬂa=f

7’0,5”]-1

Since the integral does not depend on the particular path connecting Xy to X + h, we can write

[ Lena]
- y»ov);+[5c',5c'+ﬁ] Y

R0, %

ﬁ+J 3
[®.3+h]

X0 ,X+E X

where [, % + h] stands for the linear segment joining ¥ to X + /.

Therefore
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Now, the natural parametrization of the segment [X, X + ;z] isy(r)=x+ thte [0,1] so y'(2) = h. Hence

1 1
J P :J F’(Ec’+th)~hdt=J (ﬁ()?+th)—ﬁ(5c’)+ﬁ(5f))'hd’
[ 0 0

741

-F@®@ -h +Jl (ﬁ(;nfz) - ﬁ(z)) T dt..
0

e(h)
It remains to prove that g(z) = 0(71). Notice first that Now,
cs

le(h)| = UOI (ﬁ(fﬂfz) —ﬁ(z)) T dt QLI H(ﬁ(;&w%) —}7“()?)) : 71” dr < (Ll Hﬁ(ﬂtﬁ) -ﬁ(;é)” d:) Il

thus R
D (MNze. o ae
le®l J ”F(x +ihy - F@)| ar.
[I7]] 0
Since F is continuous, ||ﬁ (X +1th) — F (¥)|l — 0 when h — 0 and by this (with some work to be done) the
conclusion follows. O

In general, to check null circulations condition (3.3.2) can be a prohibitive task. Fortunately, under good conditions
on the domain, a limited number of checks is sufficient. For illustrative purposes, here is an example of such tests.

Proposition 3.3.6

Let F : R2\{p1,..., pn} — RZ an irrotational vector field and
j@ F=0,
i
where y; are circuits aroud p; (j = 1,..., N) not containing any other p; (i # j). Then, F is conservative.

The findings of this section are illustrated in the following example.

Example 3.3.7: ()

Q. Show that the field
v+ 2xy —x2 x4 2xy —y?
(Z+yH)2 T ()2

is conservative and determine all its potentials.

F(x,y) = ) (x,y) € R\{0,} =: D,

A. The field F is defined on Rz\{()}. Easily, F is irrotational, that is
y2 +2xy — x? x2 +2xy — y?
SO (_ (2 +?2)? )
(check it). To apply the Proposition 3.3.6, it is sufficient to che that just the circulation around the unique
singularity 0 vanishes. Precisely, we will show that 358 B(0.1] F =0, where 0B(0, 1] is parametrized in the

standard way ¥ (¢) = (cost,sint), r € [0,2x]. We have
2r

2
3@ F= J F(y@)-y'(¢) dt = fi(cost,sint)(cost)’ + fa(cost,sint)(sint)’ dt,
AB(0,1] 0 0
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where F = (f1, f2)- We have
fi(cost,sint) = (sint)? +2sinzcost — (cosr)?, fr(cost,sint) = — ((cos 7)? +2costsint — (sin t)2) .

Writing, for shortness, C = cost, S = sint, we have

2r 2r
3€F:J —(SZ+ZSC—C2)S—(C2+2SC—52)Cdt=—J 3+ CP-25+C?S +5°C dt.
vy 0 0

It is easy to check that this integral equals 0. Therefore, by the Proposition 3.3.6, F is conservative on
R2\{0}.

To compute the potentials, in this example we will use formula (3.3.3). We start fixing a reference point in
the domain, for instance point (1,0). If (x,y) € R*\{0} we connect (1,0) to (x,y) with a path done first
by a segment [(1,0), (p,0)] where p := 4/x% + y? followed by an arch of circumference of radius p up to

(x, ).
= 1,0 p
(x,y)\

Let arg(x, y) € [0, 2n[ the angle corresponding to the point (x, y). The path is then

X.Y)

Y(1,0),(x,y) = V1 +72,
where (assuming for illustrative purposes that p > 1),
¥1(2) == (1,0), t € [1,p], ¥2(¢) = (pcos b, psind), 0 € [0,arg(x,y)].
We have ¥/ (1) = (1,0) so

= (F Fo? £ 1 1
F = t,0) dt = ——dt =— —dt = —
Ll L fi(s.0) L rt L 2 tle=

Similarly, ¥5(6) = (=psin 6, p cos §) = (—pS, pC), so

arg(x,y) 2¢2 2 2,2 2,2 2 2¢2
> p°S"+2p°CS - p°C p°C~+2p°CS — p-S
JF :I scr oy (P8 - scr oy (PC)do
7 0 (p*C* + p=5?) (p*C* + p*5°)
1 aelxy)
== I (-s7 - 2082+ €25 - ¢~ 2¢%5 + 5°C) df
P Jo
1 (aexy)
== I (57 - c? - s2c - %) av.
P Jo
Let’s compute the integrals:
arg(x,y) arg(x,y) 1 O=arg(x,y) |
J S2C do = J (sin )% cos 6 db) = g(sin 6)3|0 o = §(sin arg(x, y))*.
0 0 =
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Notice that sin arg(x, y) = \/#yz et, similarly, cos arg(x, y) = \/%yz’ hence
arg(x,y) 1 3
Y
S2Cdo = - ————.
L 3 (x2+y2)3/2
Similarly
arg(x,y) 1 O=arg(x,y) 1 3
J c's d9=—§(cos9)3|9 0 e . 2y3/2 T3
0 = xX“+y
Integrating by parts,
arg(xJ’) arg(x7Y) H:arg(x,y) arg(x,y)
J $3do = J (=C)'S? df = —CSZ‘ + 2J CS df
0 0 6=0 0
_ xy? 2 x3 N
(x2+y2)32 3 (x2+y2)3/2 3"
Similarly
arg(xs)’) 3 arg(xJ’) oy 5 0=arg(x,y) arg(x,)’) 2
cC’do = S'C*do=SC +2 S=C do
0 0 6=0 0
_ x2y 2 y3
(x2 + y2)3/2 3 (xz + y2)3/2'
Therefore,
J 2 xy? . 3 B X2y B y3 . 1
n @@ @R (PR ()
and finally
23—y e ay? —yx?
To finish, being the domain connected, all the potentials are f + ¢, where ¢ € R.

We can now summarize the investigations of this Chapter into the following scheme.

Check List 3.3.8: Discussing conservative vector fields

In order to establish whether a vector field ¥ : D ¢ R¢ —s R is conservative and to determine its
potentials:

(1) check whether F is irrotational or not:
D
0 jF i = 8iF Jj ?

If not => F is not conservative.
(2) (special test for D = R?\{p, ..., pn}), check circulations around each single singularity p;: if
gﬁ;' F =0 for every j = F is conservative.
J

(3) to determine a potential, solve V f = F either 1) by a component-wise integration as
f()_C)) = J Fl()C],.xz, 500 ,xd) dx; + C(XQ, oo ,xd),

and then use the other components to determine c; or ii) use the path integral formula (3.3.3).
(4) if D is connected, then all the potentials differ by an additive constant.
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3.4. Exercises

Exercise 3.4.1 (*). For each of the following vector fields on the given domains, check if they are irrotational,
conservative and, in this case, find a potential:

(1) F(x,y) = (x,y = 1), (x,y) € R
2) F(x,y) = (y,x), (x,y) € R
(3) Ij(-x’ )’) = (X, —)’)7 (-x’ )’) € RZ?
@) F(x,y,2) = (y+z,x+z,x+Y), (x,y,2) € R?;
Exercise 3.4.2 (*). Find al possible values for a, b, ¢ € R such that the field
ﬁ(x, y) = (ax3 +by +3x%y% ext + 23y + l) ,
be irrotational on R?. In the case say if it is also conservative and find all the potentials.

Exercise 3.4.3 (*). Consider the vector field
2
F(x,y) = (sin ZiZcoss, _x_2 cos = + 3) , on D = Rx]0, +oo].
y oy y oy y
Check that F is irrotational and say if it is also conservative. In this case compute a potential f such that f(x, 1) = 3.

Exercise 3.4.4 (**). Consider the vector field
ﬁ(x, y) = (% cos X, ~2cos X) , on D =]0, +co[XR.
X X X X
Find values of a € R such that F is irrotational. For such value say if F is also conservative and, in the case, find
the potentials.

Exercise 3.4.5 (**). Consider the vector field

axy bx* —y?
(xz + y2)2 ’ (xz + yz)z

F(x,y) ;:( ) on D = R*\{0,}.

Find values of a, b € R such that F be irrotational. For such value say if F is also conservative and, in the case,
find the potentials.
Exercise 3.4.6 (**). Consider the vector field

F(x,y,2) = (a(x, ¥,2),x% +2yz, 5% — ZZ) , (x,y,2) € R,
where a is a C! function. Find all the possible a in such a way that F be irrotational. Show that there is a unique a
null as y = z = 0. In that case find all the potentials of F.

Exercise 3.4.7 (**). Find a, b, ¢, d € R in such a way that the vector field

ax+by cx+dy
x2+y27 x24+y2

F(x,y) = ( ) (x,y) € R2\{0,}

be irrotational. For such values, find those such that F is conservative and find also its potentials.

Exercise 3.4.8 (**). Let F be the vector field defined by

ax’® + by? cxXy
(x2 +y2)2" (a2 +y2)?

F(x,y) = ( ) , (x,y) € D :=R>\{0:}, (a,b,c €R).

i) Find a, b, ¢ € R such that F is irrotational. ii) Find a, b, ¢ € R such that F is conservative: for such a, b, c find
the potentials of F' (hint: . start with 9, f = fo(x,y)...)
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Exercise 3.4.9 (**). Let F be the vector field defined as

axy? bx*y +cy?

(X2 +y2)1/2° (x2 + y2)1/2
i) Find a,b,c € R such that F be irrotational. ii) For the values found at i), say if F is conservative on
R2\{(0,y) : y > 0} and on D. iii) For the values a, b, ¢ such that F is conservative on D find the potentials of F.

F(x,y) = . (x,y) € R\{0,} =: D.

Exercise 3.4.10 (*). Compute Jy F in the following cases:

@) ﬁ(x, y) := (y® +x,—vx) on D = [0, +co[XR, y of equation x = y? connecting (0, 0) to (1, 1).

(2) F(x,y) := (y3,2xy+1) on D = R%, y of equation y = y/[x — 1|, x € [0,2].

3) ﬁ(x, y) = (\/y,x3 +7y)on D =R x [0, +co[ along y = x* connecting (1, 1) to (2,4).

4) F(x,y) = (;‘—’_rll, i—j) onD = {(x,y) € R : y £ 1, x # 1}, along the segment connecting (0, 0) to
(1/2,1/2).

5) ﬁ(x, y) := (log(1 + y),log(1 +x)), on D =] — 1, +c0[?, along the segment connecting (1, 0) to (0, 1).

(6) ﬁ(x, y,2) := (y +z,x +z,x +y) on D = R3 along the helix y(¢) = (r cost,rsint, kt), t € [0, 27].

Exercise 3.4.11 (*). Consider the vector field

- 1 2xy
F(x,y) = (

l+yz’_(1+yz)2

), (x,y) € R2.

Is F irrotational? Conservative? Compute, the path integral _fy F where v(t) = (eSi“’ , 13&‘;:;)2), t e [0,x].

Exercise 3.4.12 (**). Leta, b,a, 8 # 0 and FecC! (D) be the vector field

- ax b
F(x,y) = ( Y

(2 4y’ (x2+y2)F

), (x,y) € R2\{0:} = D.

i) Find a, b, @, 8 € R\{0} such that F be irrotational on D. ii) For the values found in i) compute fy F where v is

the poligonal connecting (2, 0), (0, 1) and (-2, 0). iii) Find the values a, b, @, 8 such that F be conservative on D
and compute the eventual potentials.

Exercise 3.4.13 (**). Consider the vector field

- X ax+b
F(x,y) :=(

VXFY Xy
i) Find values a, b € R such that F be irrotational. For such values may you say, without computing the potential,
if F is also conservative? ii) For values a, b € R such that F be conservative, find all its potentials.

Exercise 3.4.14 (**). Let

> 1 y 1 3
F(x,y,2) =|—-+ ,—+ ,— 1, (x,y,2) €]0,+ .
(x.3:2) (x 1+x2y?"y  1+4x2y? Z) (x:3:2) €10, +oo]

), (x,y)e D := {(x,y) eR? : x+y>0}.

@ 1 X

1) Find all the possible @ > 0 such that F be irrotational. ii) For the values « found in i), say if F is also conservative
and compute all the potentials.

Exercise 3.4.15 (**). Let @ € R and consider the vector field

x x+az
VI+xZ4y2 JT+x2+y2

F(x,y,2) = ( +€Y+Z,€y+z) , (x,y,2) € R

1) Find all the possible @ > 0 such that F be irrotational. ii) For the values « found in i), say if F is also conservative
and compute all the potentials.
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Exercise 3.4.16 (:+x). Consider the vector field ﬁ(x, y) = (#ﬂ, u(x, y)) on D = R?\{0,}, where u € C' (D).
Find all the possible u in order that F be conservative.

Exercise 3.4.17 (x+x). Find all the possible functions u = u(x, y) belonging to C!(R?) such that the vector field
F(x,v,2) := (2xz, yz, u(x, y)) be conservative in D = R3.

Exercise 3.4.18 (++x). Let F (x,y,z) := (y,x,z). Show that g is conservative and find all its potentials on R3.
Now, let
f](x,y,z) =u (x2 +y2) F(x, y,2), (x,v,2) € R*\{(0,0,2) : z € R},
where u € €1(]0, +o0[).
i) Compute gﬁy H where v(t) ;= (rcost,rsint, k), t € [0,2x], r > 0 and k € R fixed parameters.

ii) Find all the possible u such that H be irrotational.
iii) Find all the possible u such that H be conservative.






CHAPTER 4

Differential Equations

In the first course of Calculus, basic Ordinary Differential Equations (ODEs) were introduced. The focus has
been on methods to explicitly solve equations. However, as for algebraic equations, there is a limited class of
solvable equations. This motivates new method and tools for general equations. Two main questions arise:

e How to ensure existence of solutions when they cannot be explicitly computed?
e What information can be drawn for solutions that cannot be explicitly computed?

A third important question, which is the focus of Numerical Methods: even if not explicitly solvable, are there
numerical ways to build solutions? The scope of this chapter is to give an introduction to these questions and to
give an idea on possible methods. ODEs is a wide and important topic of Mathematical Analysis that we are far
from being explorable within the limitations of this course.

Chapter requirements: Basic Differential Equations, multi-dimensional Differential Calculus.

Learning objectives:

o (basic *) understanding of what is a solution of a differential equation and of a Cauchy problem, what
is existence and uniqueness, drawing simple qualitative information as the domain of the equation,
stationary solutions, regions of the domain where solutions are increasing/decreasing or searching for a
first integral for separable systems.

e (intermediate ) how to check local/global existence and uniqueness, fine properties of the solutions,
being able to plot a qualitative graph/phase portrait of solutions, searching for specific exact solutions.

e (advanced *#x) whatever is non standard.

4.1. First order scalar equations

We start considering a first order scalar equation in normal form, that is an equation of type

4.1.1) y'(1) = f(1,y(1)).

A solution is any function for which (4.1.1) makes sense and it is verified.

Definition 4.1.1: solution

Let f = f(t,y) : D c RXxR — R. A function y = y(¢) : I ¢ R — R, [ interval, is a solution on / of
the equation (4.1.1) if
i) y is differentiable on 7,
ii) (t,y(¢t)) e D,Vt e,
iii) y'(¢) = f(t,y(¢)), Vt € I.

Notice that, in particular, ii) implies that point (z, y(¢)) belongs to D, the domain of f. Since points (¢, y(t))
describe the graph of y, this is equivalent to say that the graph of a solution must be contained into the domain, in
the plane ty, of f. For this reason, D is also called domain of the equation.

77
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Warning 4.1.2: notations!

In the everyday use of differential equations, letter ¢ is suppressed in the argument of y, so the equation
(4.1.1) is usually written in the form

y = f(t.).
This could create some confusion about the notation f(#, y):

e when we talk about the equation, f(z,y) means f(z,y(t)), so y is actually y(¢), because y is a
function solving the equation.

e when we talk about the function f, f(f, y) means f evaluated at point (7, y) € R, so in this case
y is a number.

J

We already know that, in general, an ODE has infinitely many solutions. In applications, it is important to find a
solution that verifies some extra condition. Among these, the most important is the passage (or initial) condition,
that is a solution whose value at some known 7 is known = y:

Y =fty), tel,
CP(19,y0) :
y(to) = yo.
This problem is called Cauchy problem. Existence of solutions to the Cauchy problem is ensured under very mild
assumptions on f:

Theorem 4.1.3: Peano

Let f = f(t,y) : D € RXR — R be continuous on D. Then, for every passage condition (g, yg) € D,
there exists a solution of CP(#g, o).

Peano’s theorem is a very weak result, it does not ensure uniqueness of the solution. Uniqueness is a very important
property, because in many applications ODEs are used to make predictions. For example, known the state of a
system at some time fg (that is y(#y) = yo), do a prediction on some future state (y(¢) for ¢t > #y) or on some past
state (y(¢) for ¢ < ). Knowing that the CP has a unique solution means that there is a unique possible future and a
unique possible past. Conversely, if there are different solutions for the same CP, with different future/past values,
makes the prediction impossible.

Example 4.1.4: (%)

Q. Show that the Cauchy problem

has not a unique solution.

A.Here f(t,y) := 3y'/3, which s defined ¥(¢, y) € R?, so D = R%. Clearly f € C(D), so Peano’s theorem
applies. A trivial solution of the CP is y(r) = 0 (indeed, y’(r) = 0 and y(7)!/® = 0, so the equation
y'(#) = 3y(1)!/3 is verified for every #, and moreover y(0) = 0).
We look now for non zero solutions. We may notice that y # 0 is a solution of the equation iff
3 2 ’
Y0 =200, e 2y =1, e (y(t)2/3) =1, = y0) =t+c,
where c is an arbitrary constant. This yields to
y(0) = (t+0)2.
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Here we may notice that, taking ¢ = 0 yields
y(1) = £3/2, defined for ¢ € [0, +co[, which is a solu-
tion of the equation even at ¢ = 0 (where y vanishes)
because

<3 o3
Y0 =31y P =1 =y ()= Sy vz o,

yt)=t2

and, moreover, y(0) = 0, so y solves the CP. So we
have (at least) two solutions of the CP for ¢t > O :

y(t) = 0 and y(r) = /. As you can see, for ¢ > 0, = !
the two solutions are always different!

4.2. Global and local existence and uniqueness

In this section we present two important results concerning the existence and uniqueness of solutions of a CP.
The major difference between them is that in one case we know in advance how long the solution y is defined
(that is we know the entire /ife span of the solution), in the other we don’t have this information (so we don’t know
exactly for how long the solution is defined). Moreover, while in the first case the life span of the solution is the
same for all the solutions, in the second case the life span depends on the passage condition. We refer to the first
result as global existence and uniqueness and to the second as local existence and uniqueness theorems.

4.2.1. Global existence and uniqueness. Since the local version, which is more general by the way, has a
more complex statement, we prefer to start from the global version.

Theorem 4.2.1: Global Cauchy-Lipschitz

Let f : D = [a,b] X R — R be such that
) f €C([a,b] XR);
ii) 0y f be bounded on [a, b] X R, that is

3L >0 : |8, f(t,y)| < L, ¥(t,y) € [a,b] XR.

Then, for every (t9, yo) € [a, b] X R there exists a unique solution to CP(tg, yo).

J

Proor. (asketch) The proof of this theorem is very complex and far beyond the scopes of this course. However,
since it is a constructive proof on which also numerical methods can be based, it is worth of a short presentation of
the main ideas behind it.

First step: transforming the Cauchy problem into a fixed point integral equation. We may notice that, if we
integrate the equation on [fg, ], we get

J ¥ (s) dszf Fls.y(s)) ds, == y(1) - y(10) =j F(s.y(5)) ds,

and since y(ty) = yo (known) we end into the equation

@2.1) ¥(0) = yo+f Fs.3(5)) ds.

It can be proved that the vice versa also holds: if y is a solution of (4.2.1), then y is a solution of CP(ty, yo). So,
solving (4.2.1) is 100% equivalent than solving the CP(ty, yo). The equation (4.2.1) is a fixed point equation: y
must be such that, if you plug it into the r.h.s. of (4.2.1), then you get back exactly your y. But, why (4.2.1) should
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be better than our original Cauchy problem? This because there is a very simple and natural method to solve a
fixed point equation. This is our next step.

Second step: solving fixed point equation. It is convenient, for a moment, to look at the equation (4.2.1) under a
slightly more abstract way. At r.h.s. we have a "black box” that takes y = y(¢) and gives you back a new function
of 1:

Ty(1) = yo +j Fls.y(5)) ds.

Now,
y solution of (4.2.1) < Ty =y.

We may observe that y(z) = yj is, for example, a function verifying the passage condition, but

t
Ty(t) =yo+ J f(s,y0) ds # yo,
0]

in general. Set y; := T'yg, and try again: probably

y2 :=Ty1 # yi1,
y3:=Tys # ya,

Vsl :=Tyn # yn,

but there is a reasonable hope that this recurrence sequence of functions will somehow converge to a y that will
verify the equation 7y = y. Let us see why this belief is reasonable on an extremely simple example where we
know the solution in advance. Consider the Cauchy problem

Y=y,

y(0) = 1.

= y(1) =e.

Here, f(t,y) =y, so the (4.2.1) becomes,
t

y(t) =1 +J y(s) ds.

0
Now, applying the previous scheme we have:
yl(t):yo+Lt0y0ds:1+L§lds:1+t,
y2(1) :yo+fti)yl(s) ds =1 +L§ I+sds=1 +t+§,
yz(t):y0+It:)y2(s) ds:l+jél+s+%dszl+t+§+;—3!,
l"+l

' 2
yn(t):1+t+’7+---+m.

Now,

. o 1"
limy, (1) = ) — = ¢,
=0 n!

which is the solution of the Cauchy problem. In general, defining

42.2) Yo(t) = Yo Yus1 (1) i= Tyu(1) = yo+f F(s.yn(s)) ds.

it is possible to prove that, under the hypotheses of the theorem, lim,, y, () exists and it defines a function y(¢) that
solves the equation (4.2.1), which is equivalent to say that y solves the CP(ty, yo). The (4.2.2) provides a numerical
algorithm for approximate calculus of solutions: each y, is computed recursively from the previous one. O
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Example 4.2.2: (xx)

Q. Check the global Cauchy—Lipschitz’s theorem for the equation
, _ sin(zy)

on a strip [a, b] X R.

A. Here f(t,y) = % is clearly defined on (z, y) € R X R and therein continuous. Moreover,

_(+ y2)t cos(ty) — 2y sin(ty)

9y f(1,y)

(1+y?)?
Therefore
10y £ (5, y)] = (1+yYrcos(ty) - 2ysin(ey) | _ (L+y)lel+2lyl 1] 2yl
(1+y2)? (1+y2)? L+y2  (1+y?)?
1+y? 1

2
Clearly # < 1 and because 2ab < a” + b2, (Hlyyzl)z < qom7 = Tayr < 1 we have

|0y f(£,9)| < |t|+1 <max{|al, |b]} +1=:L, ¥(t,y) € [a,b] xR. O

J

4.2.2. Local existence and uniqueness. The global Cauchy—Lipschitz’s theorem has two important limita-
tions:

o the domain that must be a strip [a,b] X R
o the 0, f that must be bounded.

If one or both these conditions are not fulfilled by f, the conclusions of the global theorem, can be false.

Example 4.2.3: (xx)

Q. Solve the Cauchy problem
Y=y,

y(0) = yo.
A.Let f(t,y) = y2. The domain of the equation is D = R x R and f € C(D). However, Oy f(t,y) =2yis
unbounded on every strip [a, b] X R,
sup |0y f(t,y)[=  sup  2|y| =+oo,
(t,y)ela,b]xR (t,y)ela,b]xR
so the global Cauchy-Lipschitz’s theorem does not apply.
The differential equation is a separable variables equation, and solutions can be easily found by separation

of variables. We first notice that y = 0 is a trivial solution, defined for ¢t €] — co,+co[. Then, if y # 0 is a
solution,

’ 1 ’/ 1
V(1) =y(1)?, = ;(5;2:1, = (—m) =1, = —m=t+c, = y()=-

We notice that this solution is never = O therefore, we have the following alternative

t+c

e cither a solutionis y = 0,
e or, if y # 0 at some point, it is always # 0 and y(¢) = —ﬁ for some c.

This is the general integral of the equation. Imposing the passage condition we distinguish two cases:
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e case yg = 0: since y(0) = 0, there is a unique solution of the equation verifying this, itis y(¢) = 0.
e case yg # 0: since y(0) = yg # 0, the solution must be always # 0 and y(¢) = —ﬁ for some c.
By imposing the passage condition

1 1
y(0)=J’0’ — —— =0, — Cc=-—,
¢ Yo
from which
Ao 1
Y= =
t—— ——t
Yo Yo
1
As a function, this y is defined for + # —, that is on | — oo, L[U]$,+oo[. However, as a

yO Yo
solution, this y must be defined on an interval containing ¢ = 0. The biggest possible interval is
either | — oo, %[ or | %, +oo[, and the choice is the interval that contains ¢ = 0, so

_ 1 _ 1 .
y(t)_ %—t, te] o, )70[’ lf)’O>0,
y(1) = 7=, 1 €]y, +oo[, if yo < 0.

.Yot

y

¥o>08

Yo<04

This example shows that, in general, the life-span of a solution varies with the initial condition. This is why we
cannot way in advance what this will be. In the example we found the life-span by explicitly solving the Cauchy
problem. But what if we cannot do this?

Theorem 4.2.4: Local Cauchy-Lipschitz

Let f: D ¢ RXR — R be such that

i) feC(D);

ii) d,f € C(D).
Then, for every (ty, yo) € Int(D) there exists a unique solution y :]a@, 8[— R of CP(t¢, yo) defined on the
largest possible interval |a, B[. In particular, if u : / — R is any solution of CP(¢y, yo) then J Cla, B[
andu =yonlJ.
The solution y is called maximal solution.
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Example 4.2.5: (xx)

Q. Show that the equation
ty

e

’

y:

1+y?2
Sulfills the local Cauchy-Lipschitz condition on R X R but not the global condition on any strip [a, b] X R

A. Here f(t,y) =

2

B, f(t,y) = te’ (1 +y*) — 2ye' _etyt(1+y ) =2y
(1+y2)? (1+y2)?

This shows that the local Cauchy—Lipschitz condition holds. However, d, f(z, y) is clearly unbounded on

any strip [a, b] x R. Indeed: if ¢ # 0 is fixed, |0y f (¢, y)| — +o0 as y —> +oo.

€ C(R?).

In general, the explicit determination of the life-span for a maximal solution is difficult if not impossible. Nonethe-

less, we can say something on the behavior of the solution at endpoints of the life-span. The idea is that when

the solution “expires” (in the past, when ¢t — a+, in the future, when + — —) something ’dramatic” should

happens. For example: the solution cannot “die” in the interior of D. Indeed, let us imagine that the ”final” limit

p01nt (,8 y(B-)) € Int(D). Applylng local existence and uniqueness, the CP(8, y(8—)) would have a solution
y:la, B [—> R, with B €]a, 8 [ S0 in particular ﬁ > f3. But this seems impossible: defining

(), t<B,
y(t) = _
y(), B<t<p,

we would have a solution of the differential equation on ]oz ,8[ such that y(#9) = y(t9) = yo, that is y would solve
CP(ty, yo). Therefore |a, B[C [ ]a, B[ and, in particular, ,8 < B, in contradiction with ,E > . This is, actually, a
special case of general result we mention here, because, as we will see, it plays an important role while doing a
qualitative study of solutions of a differential equation.

Theorem 4.2.6: exit from compact sets

Let f : D ¢ RxR — R be fulfilling the hypotheses of local Cauchy-Lipschitz’s theorem. Then, every
maximal solution y must leave every compact set K C Int(D). Precisely:

VK C Int(D), K compact : o, 7 : (t,y(t)) ¢ K, Vt < o, Vt > 7.
To write K compact included in Int(D) we will write shortly K € Int(D).
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4.3. Qualitative Study of Scalar Equations

The goal of this section is to illustrate, through examples, the problem of a gualitative study of the solution
of a Cauchy problem. The main question we will answer is: is it possible to plot a graph of the solution of a CP
without computing the solution itself? Apparently, this looks to be impossible. However, the differential equation
yields a relation expressing y’ in function of y. The idea is to exploit this to draw conclusions on the behavior of
the solution. In general, each problem is different from any other, and even if some arguments are standard, their
combination is not.

Example 4.3.1: (sx%)

Q. Consider the Cauchy problem
tany

’

y(0) = yo,
i) Show that local existence and uniqueness hold. ii) Find constant solutions and regions of D where the
solutions are increasing/decreasing. iii) Let now y :la, B[— R the maximal solution with y, €]0, 7 [.
Show that y is monotone and deduce that @ = —oo, computing also y(—co). iv) Show that B < +co and
compute y(B—). v) Show that y € C* and find the concavity of y. Use this to show again that B < +co and
to deduce an estimate of B. vi) Plot a qualitative graph of y.

A.i) Let f(t,y) = ;Ty);’ defined on D :=] — 00, +00[x (R\ {% + kn : k € Z}). On D, f, 0, f are clearly
continuous: therefore, local existence and uniqueness are fulfilled.
ii) y = c is a constant solution iff

tany tanc

0=y = 5= & tanc =0, < c=kn, k eZ.
1+y 1+¢?

Let y be a generic solution. Then
tan
y,/,onl — y = y>0,on1,<=> k7r<y<k7r+£,keZ.
1+ y? 2
By this we deduce the picture of plane regions where solutions are increasing/decreasing.

3.V

2/

S
\

\
-

[N

n\

iii) Let y :]a, b[— R be the maximal solution of CP(0, yo) with yo €]0, [. We prove that

0<y(r) < g Vi €la, b,

and by ii) this implies that y . Suppose, by contradiction, that there exists 3¢; €]a, b[ such that y(¢;) < 0.
Then, by intermediate values theorem, y(f) = 0 for some 7. But then, we have 0 which is a solution of
CP(t,0) and, by previous argument, also y is a solution of CP(1,0). By uniqueness, y = 0, so in particular
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yo = y(0) = 0, which is in contradiction with yg > 0. Similarly, it is impossible that there exists ¢; such that
y(t1) > % otherwise there should be 7 such that y(7) = %. In this case (7, y(7)) ¢ D, and this is impossible
for a solution.

So, we now know that y . Therefore, by properties of monotone functions, 3lim;_,, y(¢) = €. Moreover,
because 0 < y(f) < %, we have 0 < ¢ < % (actually < %). Since, by moving to the left, the solution
decreases but it can never cross 0 and, at same time, it cannot die in Int(D), we guess that @ = —oco. Indeed,
if false, that is @ > —oo, we would have

(t,y(1)) € [@,0] X [£, yo] =: K € Int(D), Vt <0,

So, the solution would not get out (in the past) by the compact K, and this contradicts the exit from compact
sets.

yas

t

Thus @ = —co. About £ we have two alternatives: either £ = 0 or £ > 0. The second is impossible: taking
the equation and passing to the limit as t — —oo we would have

tan €

1+62°

# 0. This follows from this general fact:

’

y —

tanf

But being y — {ast — —oo it cannot be 5

Proposition 4.3.2

Let y € C! be such that
tliril y(t) =4, tlirin Y () =€, with¢, ' eR, = ¢ =0.

Proor. It follows from the Hopital’s rule:

1
0= lim @ ) lim y()=C. o
Therefore ;T;; =0, ifftan¢ =0, iff £ = kxr, and being 0 < £ < yg < % necessarily € = 0. This proves that

lim;,_c y(#) = 0.
iv) We know that y " so 3lim,,5- y(¢) =: £. Since 0 < y(z) < 7, then 0 < £ < 7 (actually £ > yo). We
now deduce that 8 < +co. Indeed, if 8 = +co we would have

V(1) — tan{ _.
1+ 2

’

Now: either £ < Z or £ = 7.

e Casel < % In this case, ¢’ € R. Then, by last proposition, ¢’ = 0, that is % =
€ = kn, and since yg < £ < %, this is impossible.

e Case { = 7, hence ¢’ = +oo. But also this is impossible: if £ = +co then y’ > 1 for ¢ large, thus

y(t) — +o0, but this is incompatible with y(1) — 7.

0. This implies
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Since by assuming 8 = +co we got a contradiction, it means that 8 < +oco.
Let’s see that £ = 7. If £ < 7 we would have that

Ve > 0, (1, y(1)) € [0, 8] X [yo, £] € Int(D)

contradicting the exit by compact sets.

K=[0,81x[¢.yo]

Yo

L t
B

tany

v) Concavity. By the equation, y" = 75 2

we get

and computing the derivative w.r.t. ¢ (do not forget that y = y(t))

,_ (tany)(1+y%) = (tany)(1+y%)" _ (1+(tany)*)y’(1 +y?) — (tan y)2yy’
T (1)) i (147
o+ (tany)? + y* + y?(tan y)?> — 2y tany 0+ y2(tany)? + (y — tan y)?
- (1+)2)? ) (1+)2)? '
From this it is evident that y” > 0 iff y’ > 0, and because this is true by previous discussion, y is convex.
Taking the tangent at # = 0 of equation

’ tan yo
y=yo+¢ (0)=yo+ S 1,
I+y5
by properties of convex functions it follows that
tan yo
y(#) > yo + >t
I+y5
And because )
tan T T 1+y
o+ ygt\—,<=>t<(—— ) 2
l+ys 2 2 tan yo
. 1+y?
we deduce necessarily that 8 < (% - o) m::—yy‘i)
vi) Plot of y:
Yy




87

Example 4.3.3: (xxx)

Q. Consider the differential equation
, 1
YTy y2-1
i) Determine the domain of local existence and uniqueness. ii) Let now y be the solution of the CP(0,0).
iii) Show that y is odd decreasing and iv) find its concavity. v) Provide an estimate for the life-span of y
and plot its graph.

A.i)Let f(t,y) = t2+y+—1 Clearly f € C(D) where D = {(t,y) € R? : 1>+ y*> # 1} (the plane minus the
circle centered in (0, 0) with radius 1). Moreover
2y

o f=- Y
ey

so hypotheses of local existence and uniqueness theorem are verified.
ii) Let now y :]@, B[— R be the maximal solution of CP(0, 0). To show that y is odd we need to prove
that

e C(D),

y(=1)==y(1), Vt = y(t) =-y(-1), Vt
We will use the following standard argument: let z be defined as z(¢) := —y(—t). Notice that z is still a
solution of the same Cauchy problem solved by y. Indeed: z(0) = —y(-0) = —y(0) = -0 = 0 and
’ ’ ’ l 1
) =(—vy(-1 = —t) = = S
0= () =YD = ST = Er s
By uniqueness z = y, that is —y(—t) = y(¢) for every z.
iii) Monotonicity. We have

Y\, &= y' <0, V, &= *+y* <1,V
Now, as ¢t = 0 this is true (because y(0) = 0). If for some #; it would be t% +y(t1)> > 1 then, either
t% +y(t1)? = 1 (but this means (1, y(¢;)) ¢ D, impossible) or tlz +y(t1)% > 1. Since g(1) :=1* + y(t)*is a
continuous function, g(0) = 0 and g(¢;) > 1, then for some ¢, we would have g(#;) = 1. So, t% +y(n)? =1,
and again we get a contradiction ((t2, y(t2)) ¢ D). Therefore > + y(t)> < 1 for every t, from which y \,.
iv) Concavity. We compute y”’:
(+y*-1)" 2+ 2yy
(2 +y2-1)° G E

7

Therefore
v 20, < r+yy <0.
We know that y” < 0 always. Being y(0) = 0 we deduce that
y20, < <0.

Therefore:

0, and since y’ < 0 we have ¢ + yy’

0, and since y’ < 0 we have t + yy

’

<0=y
>

< 0.
0=y > 0.

o ! >
o ! <

In conclusion: y is convex for ¢ < 0, concave for ¢ > 0.
v) In particular, for ¢ > 0, y lies below of its tangent at ¢ = 0, that is
y(1) < y(0) +y (0)t = -1,

and since the straight line y = — crosses 1> + y> = l at ¢ = ‘/75, it follows that 8 < g Plot of y follows.
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These few examples provides some insight into the algorithm for draw a qualitative plot of a solution of a Cauchy
problem.

Check List 4.3.4: plotting solutions of ODEs

To plot the solution of a CP(tg, yo),
{ Y = f(ty),
y(to) = yo

(1) Determine the domain D of the equation (where f is defined), check if local or global existence
and uniqueness apply (is f € C(D)? is d, f € C(D)? is 0, f bounded on D strip?)

(2) Determine, if possible, where f > 0 (you get regions of plane #y where solutions are increasing)

(3) Determine, if any, stationary/constant solutions (they cannot be crossed by non constant solutions
if existence and uniqueness holds)

(4) Determine monotonicity: is y staying all time in a region where f has constant sign?

(5) Behavior at endpoint of life-span |a, 8[: is @ > —c0? what about lim;_,, y(#)? Same discussion
for + — f (it might be useful to discuss also limits of y’: pass to the limit in the differential
equation)

(6) Determine concavity: compute y”’ by differentiating the equation, try to discuss y”’ > 0.

Always remind that uniqueness is an important atout: you can use to prove symmetries (when present), as
for example proving that y is even (y(—t) = y(¢)).

4.4. Systems of Differential Equations

Many real world systems are described by several quantities function of a parameter (e.g. time) through
differential equations where each quantities enters in the equation for the others. The best way to understand this
is through a couple of (important) example.

Example 4.4.1: prey-predator system

The prey-predator system was originally introduced by Volterra-Lotka in 1925/26. The goal is to describe
the interaction between a prey population and a predator population. The main assumptions are:
i) in absence of predators, preys grow at constant rate « > 0, in absence of preys, predators die at
constant rate y > 0.
ii) predators affect preys growth rate proportionally to their size (coefficient § > 0).
iii) the preys consumption determines an increase of predators growth rate proportional to the size
of preys (coefficient 5 > 0).
iv) No other factor is considered.

Describe the dynamics of the system.




A. Let x(¢) =size of preys and y(t) =size of predators at time t. The instantaneous growth rate of preys is
x(t+h)—x(1) x'(1)
h-x(ny 7 ox(n)’

By i) and ii) we have

x'(1)
=t By, = X (1) =ax(0) - Br(Dy(0).
x(t) SN—— ———

preys growth predation rate

Similarly, from i) and iii)

yy((tt)) =—y+ox(1), = Y1) = —yy() +6x(1)y(1).

Thus, we end up with the following system of differential equations:

x" = ax — Bxy,

Yy = —yy+oxy.

J

Example 4.4.2: SIR pandemic

The SIR model is a simple compartmental framework for modeling the spread of an infectious disease
through a fixed population. We assume that each individual can be in only one of the states: susceptible
(not yet infected but susceptible to infection), infected and removed (that is, either died or immunized, thus
no more susceptible for further infection). Furthermore, we assume that

i) susceptibles becomes infected at rate proportional to the number of infected;
ii) infected grow because of new infected susceptibles and decrease because of recovering or de-
ceases.
iii) No other factor is considered.

Describe the dynamics of the system.

A. Let S(t) =number of susceptibles at time t, and similarly I(z) be the number of infected. According to
i) and ii),
0 ) S’ =—all,

re )
SO = =+aS(t) - B, =

I() I’ = +aSI - BI.

—al (1),

In general, we are led to consider a 2 X 2 system of differential equations

x'=f(t,x,y),
4.4.1)
y' =gt x,y),
or, in a vector form,
= . X _' =\ L f(t9-x’y) =7 _ -
4.4.2) X = ( y ), F(t,x) = ( 2 (t. x.y) ) X' (1) = F(t,x(1)).

With this formalism, the arguments we will see in this section can be extended to a system of n equations in n
unknowns. For ease of presentation, we will remain on the case of 2 X 2 systems.
We assume that
f.g:DCRxR> —R.
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The set D is the domain of the system. A solution of system (4.4.1) is a pair (x,y) : I € R — R, I interval,
such that x, y are differentiable on I, (¢, x(t), y(t)) € D for every ¢ € I (thus the r.h.s. of (4.4.1) makes sense) and
they verify the system. The Cauchy problem consists in searching for a solution of the system verifying a passage
condition, precisely

x' = f(t’xsy),

. ) Yy =etxy),
(4.4.3) CP(t9;x0,y0) : X(t0) = xo,

y(to) = yo.
In general, the existence of a solution for a Cauchy problem is ensured under very mild assumptions, that is for
f,g € G(D) (Peano’s theorem). This is, however, too weak to have also uniqueness as we know. As for the case
of scalar equations, with some further requirement on f, g we have also uniqueness.

Theorem 4.4.3: Global Cauchy-Lipschitz

Let f,g : [a,b] Xx R* — R be such that
i) f€C([a,b] xR?);
ii) Oxf, Oyf, Oxg, Oyg are bounded in [a, b] x R2, that is
3L >0 ¢ [0xf (5.9, [0y f (1.5, 9)], 10x8 (. x, Y)], 10y (t,x,y)| < L, ¥(t,x,y) € [a,b] xR,

Then, for every (t9, xo, yo) € [a, b] X R? there exists a unique solution to CP(#y; xg, yo).

A sensible weakening is the local existence and uniqueness theorem:

Theorem 4.4.4: Local Cauchy-Lipschitz

Let f,g : D ¢ R xR?> — R be such that

i) feC(D);

ii) Oxf, Oyf, Oxg, 0yg € G(D).
Then, for every (tg, X9, yo) € Int(D) there exists aunique solution x, y :]a, B[— Rof CP(ty; xo, yo) defined
on the largest possible interval |«, 8[. In particular, if u,v : J — R is any solution of CP(#; xg, yo) then
Jcla,Blandu =x,v=yonlJ.

Dealing with systems is far more complicate respect to scalar equations. The naive approach of solving first an
equation (for instance, the equation for x), plug in the solution into the remaining equation and solve it does not
work. Each equation depends, in general, on the other” unknown. Even at level of qualitative study, it seems to be
difficult to plot a graph of one or both components of a solution.

4.5. Autonomous systems

An autonomous system is a 2 X 2 system of differential equations (4.4.1) with f, g that do not depend explicitly
on ¢, that is a system of the form

X = f(x,y),
(45.1)
Y =g(x,y),
For example, both prey-predator and SIR pandemic are systems of this type.

Notice that we are still using notations f, g we used for the general system (4.4.1). Here, f, g do not depend
explicitly on ¢. So, if f,g : E ¢ R> — R are the functions involved into the system (4.5.1), the domain of the
equation is

D=RXE c RxR%.
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We assume local existence and uniqueness hypotheses verified here, thatisi) f, g € C(E) and Ox f, 0y f, 0x8, 0yg €
C(E).

For 2 x 2 autonomous systems there is an interesting way to have a qualitative picture of the behavior of the
system. The idea is to think to the solution (x(#), y(¢)) as a time variable state in the state plane xy.

y

The map

t— (x(2), y(1)), T
is a curve in the xy plane. The trace left from the curve // N

in the plane xy, that is the set \
{(x(2),y(1)) : t€la,B[} CE.

y

f \
is called orbit. Like planet orbits, an orbit is just a geo- i }
metrical line in the plane xy, thus it does not provide any \ /f
information about the “motion”, that is how the solu-
tion (x(t), y(t)) is moving along the orbit. To represent
this, we introduce the oriented orbit, which is an orbit
equipped with an orientation provided by the direction «
of the tangent vector (x’(t),y’(¢)). Actually, since the
solution moves along the orbit, the behavior of one of
the two coordinates provides the orientation.

So, for example, the solution (x(z), y(¢)) is moving from left to right (with respect to the x—axis) iff
x,/, & xX()>20, & f(x(1),y() >0, &< orbitc {(x,y) : f(x,y) =0}.
Similarly, the solution is moving upward iff

y,/, = y({#)=20, < gkx(),y(t)) 20, < orbitc {(x,y) : g(x,y) > 0}.

Special orbits are those corresponding to stationary/constant solutions:

(x(0), (1)) = (x0.y0), = {(x(2),y(1)) : 1 €]a, B[} = {(x0,y0)},

that is the orbit is made of just one single point. These points are also called equilibrium points for the system.

f (x0,y0) =0,
(x0, y0) equilibrium
g(x0, y0) = 0.

Other particular orbits are those of periodic solutions. A periodic solution is a solution (x(¢), y(¢)) for which there
exists 7 > 0 such that

(x(1+T),y(t+T)) = (x(1), y(1)), Vt €], B.
The smallest 7' for which this happens is called period of the solution. It is clear that the orbit of a periodic solution
is a circuit. The vice-versa is non trivial:

Theorem 4.5.2

Assume that the system (4.7.1) fulfills local existence and uniqueness hypotheses. Then, a solution is
periodic if and only if its orbit is a circuit.

A major problem when studying the qualitative behavior of a 2 X 2 system is to draw a plot of its oriented orbits.
Actually, we do not need to plot all possible orbits (that would be impossible) but, rather, to plot the typical ones.
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The figure obtained is called phase portrait of the system. In next sections we will explore how, in certain cases,
this task can be performed.

4.6. Autonomous Linear Systems
An autonomous linear system is a system of the form

x" =ax+ by,
4.6.1) a,b,c,d € R (constants).
Y =cx+dy,
Here (f, g) := (ax+by, cx+dy), soboth f, g fulfill the hypotheses of the global existence and uniqueness theorem
being
Oxf=a, 0,f=b, Oxg=c, 0yg=d.
We expect that some explicit solution formula should hold. We start noticing that
axg+byy =0,
(x0, yo) equilibrium,
cxo+dyo =0.

Of course (xp, yo) = 05 is a solution. This is the unique equilibrium if and only if

detAzdet[ a b ];eo.
c d

Throughout this Section we will assume det A # 0 (we leave the case det A = 0 in the exercises). We will also
assume that at least one between b, ¢ is # 0. This because if both b = ¢ = 0, the system is actually a decoupled
system of two first order equations

x' = ax,
()yc):cle“’( (1) )+02€dt( (1) )
y' =dy,

For this reason we will assume b # 0. To recap, along this section we assume

(4.6.2) |detA=ad—bc#0, b#0.|

To determine non constant solutions, notice that by deriving side by side the first equation we obtain
x" =ax’ +by =ax’ + b(cx+dy) = ax’ + bex +d(x’ — ax) = (a + d)x" — (ad — bc)x,
that is x fulfills a second order linear equation with constant coefficients. The characteristic polynomial for this
equation is
2> = (a+d)A+ (ad - bc) =0.
Incidentally, notice that this is the same of
A—a -b
O—det(/lI[—A)—det[ —e /l—d]'
In other words, A are the eigenvalues of A. As expected, we will have three main situations according A =
(a+d)*-4(ad - bec) £0.
Case A > 0. The characteristic polynomial has two real roots A, > A;. Therefore,
x(t) = creM + cre®t) ¢, c0 € R.

Now, by x” = ax + by it follows

by=x"—ax=ci(A; —a)eM +c2(Ar — a)e™.
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Since b # 0,
1 1

(4.6.3) ( ); ) =M ( A-a ) + et ( D-a ) = 1MV + cre™'V,.
b b

As easily checked, vectors Vi, are linearly independent eigenvectors of A for, resp., eigenvalues Ay,. So,
(&,1) = (c1eM?, ce®") are the coordinates of (x,y) in ¥V, v, basis. Since A1, 1> cannot be both = 0, assuming

for instance A1 # 0, we have
A2/
n= cle’lzt =c (e’l‘t)

that is, orbits are described by lines p = k&Y withy = :{—f in vy, v basis.

= kf/IZ//ll’

FiGURE 1. From the left to the right: 1o > 1] > 0,0 > Ay > A, 4, > 0> 4;.

The orientation depends on the sign of Ay, A5:
o If 1, > A; > 0, the solution “escapes” to infinity in the future: in this case we say that 0, is an unstable
knot;
e if 0 > A, > Ay, the solution is “attracted” by 0, in the future: in this case we way that O, is a stable a
stable knot;
e if 1 > 0 > A, the solution “escapes” in the first coordinate while it is attracted in the second: we say
that 0, is a saddle.
Finally, to have the real phase portrait we have to remind that (£, 77) are the coordinates of the solution (x, y) in the
base v, w.

WS 2
AN TS ////J?JM
AR Yy s/ / / /O
N\ 1/ "/ VoA
:&\\\\ N P NN
— ~ N \ 0 ~
===/ 1\ N\ "N =
7 / AR \\ v I [/ /’/‘
o (RN V) [/ 4
U1 TN AN VIV S
SN RN Y I S

Fi1GURE 2. From the left: unstable knot, stable knot, saddle.

Example 4.6.1: ()

Q. Find the general solution and phase portrait of the system

x'=-2x+y,

vy =-2y+x.
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A. The characteristic equation is

A+2 -1
-1 A+42

Therefore, according to (4.6.3),

() )

Because 11, 15 < 0 we have that (0, 0) is a stable knot.

\\\ ‘\\,H;‘//
\\ \ |

\

N ‘\\\ \

s\\ \
N \

p(A) =det

}:(/l+2)2—1=0, = A+2=2], &= A1=-1,-3.

NON
.

V

IR
NN \

Case A = 0. The characteristic polynomial has a unique root 4; # 0 and

At

x(1) = creM + eoteMt, c¢i,cn €R.

Again, by x”" = ax + by

At /lzt

by =x"—ax = (c;(11 —a) +cz) e™"" + (s — a)e

and since b # 0, we get
1
(4.6.4) ( ); ) = (c1 +cat)eM! ( di-a ) +cyet? ( (1) ) = (c1 + cat)eM V1 + creMP,.
b b
As before, denoting by (£,7) = ((c1 + cat)et?, cret1’), we have
& =kn+ hnlogn.
Also in this case the orientation can be easily deduced by the sign of 1;.

FIGURE 3. From left 1; > 0O (unstable improper knot), 1; < O (stable improper knot).

Example 4.6.2: ()

Q. Find the phase portrait of

X' =x-y,
v =x+3y.




A. The characteristic polynomial is

1
=3

hence the unique eigenvalue is 4 = 2. According to (4.6.4),

( ; ):(c1+czt)62’( _11 )+cz32’( _01 )

det(/UI—A)zdet[ )‘__11 }:(/1—1)(4—3)“=42—4a+4=(a—2)2,

Case A <0.Letd; =a tiw, w # 0. Then
x(1) = cre™ cos(wt) + cre® sin(wt).
Setting ¢ = e~ x, Yy = e~ 'y, we have

¢’ = —crwsin(wt) + crw cos(wt),

and because by = x’ — ax,

by =be My =be ¥x' —ae x=be "x —ag.
Now,

¢ = (e_‘"x)l =—ae Mx+e My =—ap+e X,
we obtain finally,

! a 14 a
v =(¢ +fl¢)—z¢=¢ +((l—z)¢-

Therefore

( X ) _ e(n( ¢ )_ e‘”( c1 cos(wt) + ¢y sin(wt) )
= v |z

y —ciwsin(wt) + cow cos(wt) + (a — ) (c1 cos(wt) + ¢ sin(wt))

= e ((c1 cos(wt) + c; sin(wr)) ( o l a ) + (—cy sin(wt) + 2 cos(wt)) ( —(:u ))
b

= e (&V +1w), whereﬁz( la ),v_{/z( 0 )
=5

—w

Clearly, v and w are linearly independent. Furthermore, &2 + n* = ¢ + ¢ constant, therefore
&V +nw

are points of an ellipse with axes v and w. The factor e®’ leads to three sub cases:

e if @ > 0, orbits are elliptic spirals and solutions escape to infinity as t — +co: we say that 0, is an
unstable focus;

e if @ = 0, orbits are ellipses: we say that 0, is a center;

e if @ < 0, orbits are elliptic spirals and solutions go to 0, as ¢ — +oo: we say that 0, is a stable focus.
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FIGURE 4. From left to right: unstable focus, center, stable focus.

Example 4.6.3: (*)

Q. Find the phase portrait of the system

X ==Yy,
y' =5x-2y
A. We have
0 -1 A1
A= , det(AI— A) = det =AA+2)+5=22+21+5=0,
5 -2 -5 1+2

by which 1,2 = _ZiT V=16 — _1 4 2{, thatis @ = —1, w = 2. The point (0, 0) is a stable focus then.

4.7. Non Linear systems: First Integrals

The plot of the phase portrait for a general 2 X 2 system

X = f(xy),
4.7.1)

Yy =g(x,y),

can be very difficult. Even in the case of linear systems, where solutons can be explicitly determined, the discussion
is non trivial. In this Section we will see a method to get a picture of the phase portrait that works in some important
cases.

The key idea is based on a physical principle known as the conservation of energy. This means that, in certain
physical systems there is a quantity, named energy, defined on states of the system (here H = H(x, y)) which is
conserved along trajectories of motion (that is H(x(t), y(¢)) is constant in f). There are always functions E that
verify this: just take any constant function. We are interested into non trivial functions verifying this property,
independently of the physical nature of the system. This lead to the following definition.
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Definition 4.7.1: first integral

Given a 2 X 2 system (4.7.1), a first integral is any non constant function H = H(x, y) such that
H(x(1), (1)) = H(x(t0), y(t0)), Yt € I, (¥(x(2), y()) solution of (4.7.1).

In particular, if H is a non trivial first integral, the orbits of the system are contained into the level sets of H, that is

{(x,y) : H(x,y) = Ho}.

We are not saying that orbits coincide with level sets of a non constant first integral, as we will see the story is more
complicate than this. Nonetheless, first integrals may help a lot in identifying orbits. This motivates the search for
some condition helping to determine such type of functions.

Proposition 4.7.2

H is a first integral for the system (4.7.1) if and only if

4.7.2) VH - (f,g) =0.
In particular,
4.7.3) Ar=A(x,y) : VH=2A(g,—f), Y(x,y) € E\S,

where S is the set of stationary points of the system.

Proor. Let (xg,y0) € E and (x(¢), y(¢)) be a solution of the Cauchy problem x(ty) = xo, y(f9) = yo. Since
H(x(1),y(y)) = H(xo, y0), deriving this w.r.t. #, we have

0=ZH(x(t),y(t) =dH (), y()x' (1) +dyH(x(1), y(1))y' (1)

=0 H(x(2), y(1)) f(x(2), y(1)) + Oy H(x(1), y(£)) g (x(2), y(t))
Att =ty we get
VH(x9,y0) - (f(x0,¥0),&(x0,y0) =0,

and since this holds for every (xg, yg) € E we have the conclusion.
Now, if (xg, yo) is not a stationary point (for which we already know the orbits), then (f, g)(x¢, yo) # 0, so

Since at every point (xg, yo) the multiplier A could change, we have 1 = A(x, y). O

The condition (4.7.3) says that H is a potential for the vector field (g, —f). Function A is called integrating factor
and what (4.7.3) says is that, modulo an integrating factor, the field (g, —f) must be conservative. Of course, if
(g, —f) itself is conservative, any potential is a first integral. We remind that, if f, g are regular (differentiable with
partial derivatives continuous) a necessary (but not sufficient) condition to ensure (g, —f) be conservative is that

(g,—f) irrotational &= 9,8 = dx(—f), & 9,8 = -0« f.

If useful, since H is constant along solutions iff aH + b is constant, if useful we can add/subtract and divide/multiply
by constants without loosing the nature of first integral.
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Example 4.7.3: (x)

Q. Consider the system

v =x.
Determine a non trivial first integral and describe the orbits of the system.

A.Here f = -y, g =xs0(g,—f) = (x,y) = (x,y). Clearly, (x,y) is irrotational (dyx = 0 = d,y) and

0H = x,

(x,y)=VH, {aszy,

1
— H(x,y) = E(x2+y2) + k.

Thus, H(x,y) = x> + y? is a non trivial first integral for the system. The level sets of H are
{H = Ho} ={(x,y) € R : x*+y’ = Ho}.
For Hy < 0 the set is empty, for Hy = 0 the level set is {(0, 0)} (which is the unique stationary point of the
system by the way). For Hy > 0, the level set is non empty and, precisely, it is a circle centered in the origin
with radius VHy. So, orbits of non constant solutions are contained into circles centered at the origin. We
can determine the orientation:
x,/, & 20, & -y=20, & y<0,

so, a solution moves from left to right iff (x, y) is in the lower half plane.

The previous example suggests that orbits are circles centered at the origin. In general, as we will see, level sets of
first integrals can contain several orbits. This happens when, on the level set {H = Hj} are contained stationary

points (corresponding to stationary solutions) of the system. However, it is possible to prove the following

Proposition 4.7.4

Let H be anon trivial first integral for an autonomous system (4.7.1) fulfilling local existence and uniqueness.
Let S be the set of stationary points for the system. Then, each connected component of {H = Hp}\S is an
orbit of the system.

Returning to the last example, since each level set {x> + y> = Hy}, with Hy > 0, does not contain stationary
points (the unique of them is (0,0) ¢ {H = Hy} when Hy > 0), we have {H = Hyo}\S = {H = Hy}, and
since this is a connected set it has a unique connected component, namely the circle centered at the origin
with radius VHy. This circle is then an orbit. Notice that, in particular, since the orbit is a circuit, the
solution is periodic.

Remark 4.7.5




Warning 4.7.6

| Nel
=)

Different systems may have a same first integral. For example,

’ _ [
X ==Y, X =Y,

have the same first integral H(x, y) = x* + y°.

| \.

Example 4.7.7: (x)

Q. Find stationary points, a non trivial first integral and the phase portrait of the system

X' =y(x-y),

A. (a, b) is stationary point iff
0=>b(a-b),
— (a,b) =(0,0), or a=b.
0=-a(a->b).
Therefore, all points (infinitely many) of the straight line y = x are stationary points. Each of them is then

an orbit of a constant solution.
Let’s discuss for a non trivial first integral. Here,

(8, =f) =0y -x),y(y-x).
Since
dyg =x, Ox(=f) ==y, 0yg # (=),
so (g, —f) is not irrotational. However,

1 1
— (&=f) = (6,y) = V5 (" +)?)
y—x 2
——
=:(x,y)
we see that A is an integrating factor, thus H is a first integral for the system. We can also consider
H(x,y) := x>+ y2. The level sets of H are {x*> + y> = Hy}. For Hy > 0, these are circles centered at (0, 0)
with radius vVHj. On each circle, points P := +(vHop, VHp) correspond to stationary solutions. The set
{H = Ho}\S

is made of two half circles, each one being a connected component, so an orbit of the system.
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In this case, then, for Hy > 0 the level set {H = Hy} contains four different orbits: the two constant solutions
{P.} and the two non constant solutions (the half circles).
To finish, we determine the orientation. We have

x,/, & xX=y(x-y)20, & (y20,andx—y>0)or(y<0, andx -y <0).

So: the solution moves from left to right if (x, y) fulfilsO < y < xorx <y <0).

The last example is a particular case of the following proposition.

Proposition 4.7.8

Consider an autonomous system (4.7.1) verifying local existence and uniqueness. Suppose that

glx,y) _alx)
@74 fGy) ~ b0y)
Then,
4.7.5) H(x,y) := J a(x) dx — J b(y) dy,

is a first integral for the system. When the condition (4.7.4) we say that the system (4.7.1) is separable.

Proor. By (4.7.4), we have
(=)= f (f; —1) = f (% —1) - L2 (a0,

b(y)
flx,y)

so, setting A(x,y) := , we have

o ~ 3 0xH = a(x),
A, =1) = (a(x), ~b(y)) = VH, = {ayH:_,,(y),

that is

H(x,y) = J a(x) dx — J b(y)dy+c. O

Example 4.7.9: (x=) prey—predator system

Q. Find the phase portrait of positive solutions (that is x,y > 0) of the prey-predator system

x' = ax — Bxy,

A. Existence and uniqueness. Here

J(xy) = ax - Bxy, g(x,y) = —yy+dxy,
and clearly local existence and uniqueness hold.
Equilibriums. We have (a, b) is an equilibrium iff

aa — Bab =0, a(a - Bb) =0, _ [y «
{—7b+(5ab=0, = {b(—y+5a)=0, — (a,b)—(0,0),v(a,b)—(g,ﬁ).
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The first solution is a trivial equilibrium: no prey, no predators, no life! The second one, is non trivial
equilibrium: it represents a configuration where the two species stay stationary in time.

First integral. Since
Oyg =—y+ox, Ox(=f)=-a+pBy, dxg*dy(-f),

so, definitely (g, —f) is not conservative. However, we may notice that
8xy) _y(=y+6x) _(=y+ox)/x _ alx)
fey)  x(@=py)  (a=By))y by’
so we have a separable system. A first integral is provided by
—v + 0. —
H(x,y) =J yrox dx—J‘ @By dy = —ylogx+6x —alogy + By,
X

being x,y > 0. It is not easy to do an elementary plot of lines H = Hy, this can be easily accomplished by

a computer.
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About the orientation, we notice that
, x,y>0
x/, &= xX=x(a-By) 20, & a-By>20, & y<

™| R

The phase portrait clearly shows a periodic behavior of the system.

A remarkable feature of first integrals is that they allow to do a “dimensional reduction” of the original system.

Indeed, known that
H(x(1), y(1)) = H(x(to), y(t0)) =: Ho,

we could use this identity to explicit one of x(#) or y(#) as a function of the other. If, for example, we can draw y(¢)
out of this relation,
(4.7.6)
then, plugging this into the equation for x we get

x'(t) = f(x(1), @(x(1), Ho)),

which is now a closed form differential equation that we could solve for x. Once this has been found, by (4.7.6) we

y(t) = ¢(x(t), Hp).

automatically have also y.

Example 4.7.10: (sxx)

Q. Consider the system
x' =xy,

y = —x% +2x*.
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i) Find the equilibriums. ii) Determine a non trivial first integral. iii) Plot the phase portrait of the system:
are there periodic solutions? iv) Find the x solution of the Cauchy problem x(0) = 2, y(0) = 2V/3.

A. 1) A point (a, b) is an equilibrium iff

ab=0
’ 1
& a=0,VYb, V b=0, a’(2a>-1)=0, & a=0,Yb, V b=0, a=+—.
2a* —a?> =0, \Z
All points (0, b) (b € R) and ( 5 ) are stationary points.

ii) We have f(x,y) = xy, g(x,y) = —x* + 2x*, so dyg = 0 while 9, (—f) = —y, so (g, —f) is definitely not
conservative. However,

gx,y)  —x*+2xt  —x+2x° _a)

f(x.y) xy y by’
w0 4 2 2
H(x,y)=J2x3_xdx—Jydy=%_%_y?,

is a non constant first integral. For computational ease we will consider H(x, y) = y* +x% — x*.

iii) We have
H=H), < y*+x’—-x*=H), & y==+Vx*—x2+H,.
To plot these lines for different values of Hy we can proceed as follows:
(1) plotx* —x?: itiseven, (x* —x?)" = 4x® —2x = 2x(2x* - 1) =0asx = 0, + \/Li Easily we deduce

the monotonicity and we see that x = 0 is a local max, x = +T are global mins (fig. below left)

(2) plot x* — x? + Hy: just translate up and down the plots of x* — x? (fig. above center).
(3) plot yx* — x2 + Hy: cut off the previous plot when negative, then 4/y has the same monotonicity
of y (fig above right).

(4) plot £y/x* — x2 + Hy: just reflect the previous plot w.r.t. x axis.
FInally, for the phase portrait, we determine the orientation of the orbits:

x/, & x'=xy>0, & (x,y) € first and third quarter.
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We see that are periodic solutions for 0 < Hy < % on the component of the level sets with -+ < x < L.

V2 V2
iv) The sought solution fulfills H(x, y) = H(x(0), y(0)) = H(2,2V3) = (2V3)2+22-2* = 12+4-16 = 0.

Then,
V=xt—x? = y=+Vxt—x2=xtx|Vx2 -1 = £xVx2 - 1.
Being x(0) = 2 and y(0) = 2V3, we deduce that
y=xVxZ - 1.

Plugging this into the first equation we get

7

X
x'=xy=x'x\/x2—1=x2\/x2—1, = —=1.
x2Vx2 -1
This is a separable variable equation: integrating and setting u = x(t)
1 1 u=cosh v, du=sinhv dv 1 .
t+C=I—du=J—du T = J sinhv dv.
u?vVu? -1 u?vVu? -1 (coshv)24/(coshv)? — 1

Now /(coshv)2 — I = 4/(sinh v)2 = | sinh v| = sinh v if v > 0, hence

t+C = dv =tanhv, & v=tanh™'(++C), & x(¢) =cosh™’ (tanh‘l(t + C)) .

J 1
(coshv)?2

By imposing the initial condition we find C.

We can now summarize the principal techniques presented in this section.

Check List 4.7.11: discussing 2 X 2 systems

To plot a phase portrait of the system

x' = f(x,),
Y =g(x,y),
(1) check if local/global existence and uniqueness apply (f,g € C? dxf, 0y f,0xg,0yg € C? also

bounded?)
(2) determine constant/stationary solutions x = a, y = b (plug into the system and determine all
possible pairs (a, b))
(3) determine a non constant first integral (if any), either
(a) checking if the system is separable

fy) _ al)
= H(x,y)=| a(x) dx— | b(y) dy.
glx,y)  b(y)
(b) or searching for an integrating factor A = A(x, y) such that
/l(g» _f) = VH.

(4) plot typical level sets of H ({H(x,y) = Hp}

(5) determine orbit orientation (for instance, x 7 iff f(x,y) > 0)

(6) use H to explicitly solve Cauchy problems: use H(x,y) = H(x(0),y(0)) =: Hy to explicit
y = y(x) (or x = x(y)), then plug into the equations to get a closed form equation for x (or for y).

4.8. Differential Equations of order n

So far, we discussed differential equations of first order, that is when the derivative of the unknowns appear up to
the first derivative. There are important differential equations of order higher than one. Perhaps, the most important
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example is the case of Newton’s equations. Newton’s second law of Classical Physics says that a (constant) mass
m subject to a force F' gets an acceleration d through the formula

-

ma=F.

Assuming, for simplicity, that the mass moves along a one dimensional straight guide, and denoting by y(¢) the
position on the guide, then a = y”(¢). In Classical Physics, forces can depend on time ¢, position y(¢) and velocity
y’(t). Thus, Newton’s second law boils down to a second order differential equation

my” (1) = F(1,y(1),y'(1)).

In general, we call n—th order differential equation in normal form an equation of type

YW (@0) = fle,y(0),y @), ...,y (@)).

For illustrative purposes, here we will focus on second order equations

(4.8.1) Y1) = f(t,y(1),y' (1)),

but what we say here extends to the more general case of n—th order equations.
The first remarkable fact is that there is a standard equivalence between an n—th order equation and a first
order system of differential equations. We illustrate this on the case of the second order equation.

Proposition 4.8.1

(4.8.2) ysolutionon I of y = f(t,y,y’), < (y,v) :=(y,y’) solution on I of {

Proor. The proof is straightforward: if y solves (4.8.1) on [ then, setting v := y” we have that

y, =V, v = (y’), :y” = f(t’y’y/) =f(t,y,v),

so (y,v) is a solution of the system. Vice versa, if (y, v) solves the system, being v = y’ it will be v/ = xy")" = y”,
thus from the second equation we deduce

y” = V’ = f(t,yvv) = f(t’y’yl)’
so y solves (4.8.1). .

The equivalence (4.8.2) between the second order equation and a suitable first order 2 X 2 system naturally yields a
definition of Cauchy problem. Indeed, for the equivalent system (4.8.2), the Cauchy problem is

y =,

V/ = f(l,y,V),
y(t0) = yo,
V(l‘()) =V0.

Since v = y” we get the following

Definition 4.8.2: Cauchy problem

The Cauchy problem for the second order equation (4.8.1) is
Y =ry.y),

CP(to;y0,v0) : 1 y(to) = Yo,
y'(to) = vo.
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Thinking to a Newton’s equation, this is the classical problem of determining the motion of a mass given its initial
position and velocity. Global and local existence and uniqueness for the Cauchy problem can now be easily obtained
from global/local existence and uniqueness theorems 4.4.3 and 4.4.4 for 2 X 2 systems. We have:

Theorem 4.8.3: Global Cauchy-Lipschitz

Let f = f(t,y,v) : [a,b] x R> — R be such that
i) f€C([a,b] xR?);
ii) d,f, 8, f are bounded in [a, b] x R?, that is
HL > 0 : |ayf(t,-x7y)|7 |avf(tvx’)’)| < L? V(t,x’)’) € [a’ b] XRZ'

Then, for every (19, yo, vo) € [a, b] X R? there exists a unique solution to CP(to; yo, vo)-

Theorem 4.8.4: Local Cauchy—Lipschitz

Let f = f(t,y,v) : D ¢ RxR?> — R be such that

i) feC(D);

ii) 8y f, 0, f € C(D).
Then, for every (ty; yo, vo) € Int(D) there exists a unique solution y :]a, 8[—> R of CP(ty; yo, vo) defined
on the largest possible interval |, 8[. In particular, if u : J — R is any solution of CP(zy; yo,vo) then
J Cla,Blandu = yonJ.

\. J

The proof of these theorems is left as an exercise (see Exercise 4.10.13).

Warning 4.8.5

For a second order equation it may well happen that two solutions intersect at some point 7, that is
y1(to) = ya2(tp) with y; # y,. This is not in contradiction with uniqueness! In fact, uniqueness requires
that also y’ (o) = ¥5(#9). In this case, under uniqueness, y; = y». In other words, if uniqueness holds: the
left figure below is impossible for any two solutions of a first order equation, while it is well possible for
two solutions of a second order equation. If, however, the two solutions intersect at some point ty with
same tangent (that is y} (7o) = y(70)) then, necessarily, y; = y,. So the right figure below is impossible
for any two solutions of a second order equation.

ya(t)

/ t k t

ya(t)

/

4.9. Conservative Newton’s equations

Conservative Newton’s equations are second order equations where f = f(¢,y,y’) actually is independent of
t and y’(¢) and it depends only on y(¢), that is, it is a positional force (like gravitation or Coulomb electric force).
Furthermore, it is supposed that the force field f has a potential V, that is f(y) = d,V(y). Therefore, Newton’s
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equation takes the form
4.9.1) ' =0,V(y).

The reason why these equations are said to be conservative is because of the

Proposition 4.9.1

If y is a solution of (4.9.1) then the mechanical energy

E(y,v) = %vz -V,

is constant along the solution, that is E(y(¢), y’(¢)) is constant.

Proor. We have

d ’ 1 ’ ’ 1 r_ 1 ’ !’ 144
EE(y,y ) = (Ey 2 V(y)) =52y - WY =y (y"-8,V(y) =0.

With a suitable transformation, we can see this as a particular case of first integral. Indeed, we start noticing that
setting v := y’, then Newton’s equation (4.9.1) is equivalent to the 2 X 2 system

y' =y = h(y, V)9
(492) { v = y" = ByV(y) = g(y’ V)'

This is an autonomous system (4.7.1) in variables (y, v). It is a separable system being

) v e o
gy.v)  aV(y) = E(.v):= [ vdv J VvV (y) dy = 5V V(y),

is a first integral. This correspondence makes natural to adopt the language and the methods developed for systems:

e an orbit is a curve in the space (y, v) (spacexvelocity/momentum) which is called phase space;
o the orientation of orbits follows a simple rule: by the first equation of the system (4.9.2)

y,/ & y =v>0, & (y,v) belongs in the upper half plane of the phase space.

Example 4.9.2: (x+x) pendulum without friction

Q. Plot the phase portrait for the pendulum without friction, described by the equation
mt0” (t) = —mg sin(0(1)).

A. First notice that the equation may be written as
0" = —% sinf = %89 cos 6 = dg (% cos 9)
that is the equation is conservative. The mechanical energy is
1 8
E(,0') = 20> — = cos 6.
(6.6') =5 ;
Now

0/2
E(0,0') = Ep, e 7—%0050=E0, — 0’2=2(E0+§cos9), 9’=i,/2(E0+§0050).

It is not very difficult to plot the surfaces E = Ey. The orientation being standard we obtain the following
picture:




107

A
111
W

T

\\\
\
ot
[/

The phase portrait shows that the classical periodic oscillatory motion (the closed cycles). The limit case
when the cycle closes on an equilibrium correspond to a non periodic motion reaching in an infinite time
in the future/past the equilibrium position 8 = n. Finally the not closed orbits in the upper and lower half
plane corresponds to rotations: when the mass receive initially more than certain minimum energy the mass
rotate infinitely many times. This is visible being 6 an increasing/decreasing according to the direction
anti/clockwise of the motion. m]

The conservation of the energy yields to a order reduction. Indeed, since

1,
(4.9.3) 5 2_v(y) = E,,

we get
Y =%v2(Eo - V(y)).

This is a first order separable variables equation that can be solved (modulo integrations).

Example 4.9.3: (s5:)

Q. Consider the differential equation

Y=y =y ().
i) Check local existence and uniqueness holds and determine any stationary solutions. ii) Show that if
y : I — R is a solution of (%) then also y(—t) is a solution. Deduce that the maximal solution of the
Cauchy problem with initial conditions ¢(0) = a, ¢’ (0) = 0 is even. iii) Determine the energy of the system
and use this to solve the Cauchy problem y(0) = 3, y'(0) = V3.

A. 1) We have a second order equation

Y’ = ft,y,y'), where f(1,y,v) =y —y.

Clearly f € C(R x R?) and since dy f =2y — 1 € C(R x R?) and , f = 0, local existence and uniqueness
holds on R x R2. Notice that global existence does not apply because |0y f| = |2y — 1] is unbounded in y.
Stationary solutions: we have y(¢) = C is a solution iff 0 = C> — C = C(C — 1), thatis for C =0, C = 1.
So que have two stationary/constant solutions, y =0 and y = 1.
ii) Let y : I — R be a solution and define u : -1 — R, as u(¢) := y(—t). We have u’(¢t) = —y’'(-1),
u”’(t) =y"(-t), so

W’ (1) =y (1) = y(=1)* = y(=1) = u(1)* = u(t),
that is, u is a solution of the equation (x). If now y :]a,B[— R is the (unique) solution of the
Cauchy problem y(0) = a and y’(0) = 0, we have that u(t) := y(—t) solves the equation and, moreover,
u(0) = y(-0) = y(0) = a while u’(0) = —y’(-0) = —y’(0) = 0, so u solves the same Cauchy problem
solved by y. By uniqueness, y = u, from which y(z) = y(—t), that is y is even.
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iii) Since
3 2
2 y _y
—y=0, = -],
the energy of the system is
2 3 2
v y oy
E(y,v)i=— |75 -+
) =3 ( ) )

Z-9)=9-9=0,50

So, if y is the solution fulfilling y(0) = 3, y'(0) = V3, we have E(3,V3) = 3 - (

72 2
, Y y (2 / 2
E(y, =0, &= —-—7|-y-1]|=20, = =z -y —1.
vy ) 2(3y ) y Iyl 37

Now y’(0) = 3 and y(0) = 3, so

~

2 ’
YV =ynfzy-1, = A =1, J J dt=t+c.
3 2 2
Y5y -1 Y5y -1
Now
’ U= 1 v:,lgufl,uzl(vzﬂ), du=3 dv 1
J _y 20 J —du ’ - '[ T?w dv = 2arctanvy
y %y—l u’%u—l E(V +1)V
[2 [2
=2arctan4/-u — 1 =2arctan4/ -y — 1,
3 3
hence
Darctan | 2y() —1- % =1+
arctan 4/ — -1-== .
37 2 ¢
2
2
%). m]

Setting ¢ = 0 we find 2 arctan 1 = ¢, that is ¢ = 7, so the solution is y(t) = % + % (tan

Check List 4.9.4: discussing Newton’s conservative equations

To plot a phase portrait of
y'=fo,
(1) check if local/global existence and uniqueness apply (f € C? d, f € C? also bounded?)

(2) determine constant/stationary solutions y = ¢
(3) determine a non constant first integral

E(n) =372 =V0). VO) = [ 10) dy.

(4) plot typical level sets of E ({E(y,v) = Eo}
(5) easy orientation: y " iff v > 0.
(6) use E to explicitly solve Cauchy problems: use y’ = ++4/2(Ey — V(y)), the + must be decided by

using the initial condition.

4.10. Exercises

Exercise 4.10.1 (). Consider the equation
y =y -1).
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i) (%) Check that local existence and uniqueness hypotheses are fulfilled in the domain of the equation.
ii) () Find stationary solutions (if any), draw regions of plane ry where solutions are increasing/decreasing.
iii) (#x) Let y be the maximal solution with y(0) = yo > 0. Determine monotonicity and concavity of y.
Find the life-span for the solution and the limits at the endpoints of it. Plot a graph of y.

Exercise 4.10.2 (x+x). Consider the equation

,_ logy
Y= 1+y

i) (*) Determine the domain of the equation, discuss local and global existence and uniqueness.
ii) (*) Determine any stationary solutions and regions of the plane 7y where solutions are increas-
ing/decreasing.
iii) (#x) Since now let y :]a, B[— R be the maximal solution with y(0) = yo €]0, 1[. Show that y is
monotone and determine its concavity.
iv) (#xx) Determine if «, B are finite and compute limits of y when t — «, 8.
v) (sx) Plot a graph of the solution.

Exercise 4.10.3 (x+x). Consider the equation
y" =t(y* - 1) arctan y.

i) (%) Determine the domain D of the equation and check if local/global existence and uniqueness holds.

ii) (#x) Determine any stationary/constant solution, and determine the regions of plane ¢y where solutions
are increasing/decreasing.

iii) (#x) Let now y :], B[— R be the maximal solution of CP(0, o), with yy €]0, 1[. Discuss whether y is
odd or even.

iv) (##x) For the solution at iii), determine the monotonicity, discuss whether «, 8 are finite or not and
compute the limits of the solution when ¢ — «, 8.

v) (x) Plot a qualitative graph of the solution at iii).

Exercise 4.10.4 (+xx). Consider the equation

, 1
y= logy+t

i) (x) Determine the domain D of the equation and check if local/global existence and uniqueness holds.
ii) (xx) Determine any stationary/constant solution, and determine the regions of plane ¢y where solutions
are increasing/decreasing.
iii) () Let now y :], B[— R be the maximal solution of CP(1,1) (that is, y(1) = 1). Determine the
monotonicity and the concavity of y.
iv) (+*x) What can be said on @ and $? What about lim,_, o, y(¢) and lim,_,g y(#)?
v) (*) Plot a qualitative graph of the solution at iii).

Exercise 4.10.5 (xxx). Consider the equation

ot
22

’

y

i) (*) Determine the domain D of the equation and check if local/global existence and uniqueness holds.
ii) (xx) Determine any stationary/constant solution, and determine the regions of plane ¢ty where solutions
are increasing/decreasing.
iii) () Letnow y :], B[— R be the maximal solution of CP(0, 1) (that is, y(0) = 1). Show that y is even
and determine the monotonicity of y.
iv) (#+x) What can be said on  and 5? What about lim,_,g y(f)?
v) (x) Plot a qualitative graph of the solution at iii).
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Exercise 4.10.6 (). For each of the following systems, determine the nature of the equilibrium (0, 0).

x'=3x+y, x' =4dx -y, x'=-x=2y, x'=2x -2y,

y=-x+y. . y=-2x+3y. y=-3y. . y=3x-y.
Exercise 4.10.7 (+). For each of the following systems determine its solution and classify the equilibrium at (0, 0).
1.{x’:—2x+%, 2‘{x’:5x+4y, 3‘{x’:x—y, .{x’:9x—4y,
vy =2x - 2y. Y =x+2y. y =5x-y. y' =12x — 5y.
Exercise 4.10.8 (xx). For each of the following systems

i) Determine if local/global existence and uniqueness apply, and determine any stationary solution.
ii) Determine a non constant first integral for the system, plot the phase portrait of the system. Determine
whether are there periodic solutions or not.
iii) Solve the assigned Cauchy problem.

x' =y, X' =x(y+1), X =2x2y,
’_ 3 ’ _ r 3,2
. Yy =—x+x’. ) { ¥ = 2y(y - 20), N y =—y(x+1). . v =y x +x.
(x(0)=2) Y =(=x)(y - 2x). (x(0)=—1 ) (x(O):l )
y(0) =2 y(0) =1 y(0) = 0

Exercise 4.10.9 (xx). For each of the following second order equations

i) Determine if local/global existence and uniqueness apply, the determine any stationary solution.
ii) Determine the energy of the system and use it to plot the phase portrait of the system. Are there periodic
solutions?
iii) Determine the solution of the assigned Cauchy problem.

Yy =y -y, y” =sin(2y), y"" = (cosh y)(sinh y),
L (y<0>=2) 2 ( y(0) == ) 3 (y<0)=log(1+x/§>
V(0) =2 V(0) =1 V(0 =1

For problems 2 and 3, determine under which conditions on a, b the solution of the Cauchy problem y(0) = a,
y’(0) = b is odd or even.

Exercise 4.10.10 (+x). Consider the Cauchy problem

y” = _)’2’
y(0) = yo,
y'(0) = yg,

i) Show that local existence and uniqueness holds Vyg,vo € RZ. ii) Determine any stationary solution. iii)
Determine the energy of the system and plot the phase portrait. iv) Determine explicitly the non constant solutions.

Exercise 4.10.11 ((+##) SIR pandemic). Consider the SIR pandemic model,

x' = —axy,
y' =axy = by,

with a, b > 0. Here we are interested only at solutions x,y > 0. i) Discuss local/global existence and uniqueness
and determine the equilibrium points. ii) Determine a non trivial first integral and plot the orbits, discussing the
behavior of the system as much as you can.



111

Exercise 4.10.12 ((+=#) prey-predator model with logistic growth). Two species are in competition. In absence of
interaction, each one of the two follows a logistic model x” = ax(b — x), y’ = cy(d — y). The interaction works to
reduce both proportionally to their size in such a way that a model could be described by the equations

x' =ax(b—-x)—axy,

Y =cy(d-y) - Bxy,
with a, b, c,d, a, B > 0. Discuss the behavior of the system as better as you can.

Exercise 4.10.13 (xxx). Use the equivalence (4.8.2) to deduce theorems 4.8.3 and 4.8.4, respectively from theorems
443 and 4.4.4.






CHAPTER 5

Multiple Integrals

In the first course of Mathematical Analysis, the concept of integral for a function depending on one real
variable has been introduced. Integration is of paramount relevance in Analysis and applications since it gives a
method to solve geometrical problems (calculus of areas of figures), probability problems (modern Probability is
based on calculus of integral, to compute probabilities of events to expected values of random variables), as well
as to Physics problems, Engineering etc. We recall that if f = f(x) : [a, b] — [0, +oo[,

J f(x) dx = Area (Trap(f)), where Trap(f) := {(x,y) €R*> : x € [a,b], 0 < y < f(x)},
[a,b]

where AreaTrap(f) is defined through an exhaustion method. This Chapter extends this operation to the case of
functions f of several variables. For instance, if f = f(x,y) : E ¢ R? — [0, +o0],

I f(x,y) dxdy = Volume (Trap(f)), where Trap(f) := {(x,y,z) € R3 : (x,y) € E, 0<z< f(x,y)}.
E

More in general, given f = f(X) : E C R — [0, +oo[, we aim to define the integral

J f(X) d¥ = measure ({(f,y) eR™! - xeE,0<y< f()?)}).
E

The scope of this Chapter is then to give a precise definition to this operation. As for one variable integrals, almost
never we compute and integral applying the definition: this is simply beyond of our possibilities. It is therefore
important to have efficient techniques of calculus. In the case of multiple integrals, two main tools are

e the reduction formula, that allows to transform the calculus of an integral for a function of m variables
into the calculus of m integrals each on a single variable (this basically reduces calculus to the well
known one dimensional integral)

o the change of variables formula, a well known technique with integrals that allows to simplify calculations
under special coordinate systems.

Along this Chapter we will provide precise definitions and statements but we will omit all the proofs. These are
too technical and much beyond our scope here. Sometimes, we will provide informal justifications to the several
results. With some technical work, these can be made true proofs.

Chapter requirements: differential calculus for functions of several variables, one variable integration and
primitive calculus.

Learning objectives:

113
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o (basic *) understanding of multiple integral, simple application of reduction formula for double integrals
when the domain of integration is simple, integration in polar coordinates.

o (intermediate *x) application of the reduction formula and the change of variable formula in complex
cases with non evident standard parametrization of the domain, triple integrals and integration with
spherical and cylindrical coordinates.

e (advanced =#x) general m—dimensional integration, abstract reasoning (proofs).

5.1. Measure of a trapezoid

In this section we define the operation of integral for a positive function. To prepare the ground, we introduce
some useful definition. We call m—dimensional interval any set of type

I: [al9b]] XX [am,bm]-

So, a 1-dim. interval is just an interval, a 2-dim. interval is a rectangle, a 3-dim. interval is a parallelepiped. For
brevity, we will just call interval any multidimensional interval. The measure of an interval is, by definition, the
number

[|:= (b1 —ay) - (bm —am).
Notice that
e in dimension m = 1, an interval is just an [a, b], its measure is its length |I| = b — a;
e in dimension m = 2, I = [ay, b1] X [aa, ba] is a rectangle, its measure |I| = (b; — a1)(by — ay) is its
area,
e indimension m = 3, I = [ay, b1] X [az, b2] X [a3, b3], its measure |I| = (by —a1)(by — az) (b3 — a3) is
its volume.

Definition 5.1.1

Let I ¢ R™ be an interval. A family  := (/) ;=1
i) I= UZ:1 Iy;
i) [[x N 1j| =0forj # k.

We denote by I1(7) the class made of all the partitions of 1.

n of intervals is called partition of [ if

.....

Condition i) means that / is splitted into rectangles I, like tiles on a floor. Condition ii) says that the “tiles” I can
overlap but the size” of the overlapping must be negligible. In other words, since the intersections /i N I; of the
“tiles” is itself a rectangle, its size |Ix N I;| must be 0. If you think to plane rectangles this basically means that
rectangles can overlap only on their hedges.

Definition 5.1.2

Let f : I ¢ R™ — [0, +o0[, I interval and f bounded. Given a partition 7 € I1(/) we set

S(m) == Y5_ milIx|, where my :=infzc; f(%),

S(n) = Zk=1 Mi|Ix], where My := supzc; f(%).

S(m) and S(r) are called, respectively, inferior sum (superior sum) of the partition .

As for one dimensional integral, S(7) and S(m) are, respectively, an approximation by defect (excess) of the measure
of Trap(f). We now introduce the best approximations by defect and excess:
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Definition 5.1.3

Let f: I c R™ — [0, +oo[, I interval and f bounded.
A(f) = supen() S(n), (inferior measure of Trap(f)),

A(f) = inf remi(r) S(n), (superior measure of Trap(f))

Easily, A(f) < A(f). When they coincide, we say that

Definition 5.1.4: Measure of trapezoid

Let f : I ¢ R™ — [0, +co[, I interval and f bounded. If A(f) = A(f) we define

L f 1= AG) = A(f) € [0, +oo]

and we call this measure of the trapezoid Trap(f).

Similarly to one dimensional definition, it may well happen that A( f) f might not be defined:

Example 5.1.5: (xxx) Dirichlet function

Q. Let
0, (x,y)eQxQ,
f=f0xy): [0,1]7 — [0,+c0[, f(x,y):=
I, (x,y)¢QxQ.
Show that A(f) =0 < 1 = A(f).

A. The argument is similar to the one dimensional case. If & = (Iy) is a partition of I = [0, 1]2, then,
because of the density of rational numbers and irrational numbers in R, certainly in each I there are points
of Q X Q as well as points of (R\Q) X (R\Q). Then my = infy, f(x,y) = 0 while My = sup; f(x,y) =1.
Therefore _

S(m) =0, S(m) =) Ll =1I=1.

k
As a consequence, A(f) =0, while Z(f) =1.

Intervals are very special sets in R but, differently from R, they are not particularly interesting because, easily,
domains of functions f = f(X) are not of this type. So, we need to extend the area of a trapezoid to the case of
a generic base domain. We start with the case D bounded. In this case, there exists a multi-interval / > D. So,
setting

Flp @) = { Jeh e

we have



Definition 5.1.6

| o

Let f : D ¢ R™ — [0, +o0[ bounded on D bounded. We pose

J f= J /b,
D 1
provided this last makes sense.

Remark 5.1.7

It is possible to prove that previous definition does not depend on I (provided I > D).

As the intuition suggests, since f > 0, if D; € D, C D then

JDI /< Dy i

This leads to the idea to define JD f when D c R™ is unbounded. Let
Cy :=[-N,N]"™=[-N,N] x--- X [=-N,N],
the hyper-cube centered at 0 with sides of length 2N, and set
Dy :=DNCxn.

Since Dy C Dy, we have

Dy /< JDNH i

Definition 5.1.8

Let f = f(X) : D Cc R™ — [0, +oo[. We set
e,

This way, fD f is now defined for > 0. In particular, taking f = 1 on D we have the

Definition 5.1.9

Let D ¢ R™. We call (m dimensional) measure of D the number

(5.1.1) (D) ::J 1,

D
provided this last is well defined (in this case we say that D is measurable).

The class of measurable sets is large enough to contain sets used in most of the applications:

Proposition 5.1.10

Every open set and every closed closed set is measurable.

However, not every set is measurable, as the following Dirichlet function based example shows:
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Example 5.1.11: ()

Q.Let D :={(x,y) € [0,1]% : (x,y) ¢ Q x Q}. Show that Ay(D) is not defined.

A. Just notice that 1p is the Dirichlet function, thus JD 1= J[o 2 1p which is not defined as shown in
Example 5.1.5.

5.2. Integral

So far, we defined the integral of a positive function. Let’s now consider f = f(X) : D € R™ — R and define

f(X), if f(X) =0, —f(X), if f(X) <0,
fi(X) = (%) :=
0, iff(®) <0, 0, if £(%) > 0.

Functions f. are called, respectively, positive part and negative part of f. Both f. are positive and

f=fi—f- Ifl=fi+f.

We want to introduce the concept of area with sign or integral of f:

Definition 5.2.1

We say that f is integrable on D if ID fe < +0o. We pose

bl

We write f € R(D).

Notice that, since

L fo+ L) f = L(ﬂ vf) = L) 171,

L)fi<+oo, — L)|f|<+oo.

In general, it is practically impossible to check if a given function is integrable by using the definition. This also
happens with the one dimensional Riemann integral. In certain common cases, integrability can be easily drawn
from good properties of function and integration domain:

we have

Let f € C(D), D compact set. Then f is integrable on D.

In general, if D is not compact, in particular if D is closed and unbounded, continuity is not sufficient to ensure
integrability (trivially, take f = 1 on D = R?, then .[RZ 1 = +00). We have the following test

Proposition 5.2.3: absolute integrability

Let f € C(D), D closed. Then, if

(5.2.1) J |f] < +c0
D
f is integrable on D. When (5.2.1) holds we say that f is absolutely integrable.
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For continuous function it is possible to prove that, if f is integrable on D, then for every £ > 0 there exists

o a family of multi-intervals (Ix)gen such that D c g Ix;
e points X € Iy N D;

such that

(5.2.2) <e.

L)f—zk]f(wu

This justifies the idea that, for good functions on good domains,
[ r=X s as.
D k

Properties of the integral are very similar to those of one dimensional integral:

Proposition 5.2.4

The following properties hold true:
i) (linearity) if f, g € R(D) then a.f + Bg € R(D) forany @, 8 € Rand [, (af +Bg) =a [, f +

B[,e

ii) (isotonicity) if f < g on D with f, g € R(D) then fD f< ID g

iii) (triangular inequality) if f € R(D) then UD f | < ID [f];

iv) (decomposition) if f € R(D;), R(D;) with D; N D, = @, then f € R(D U D;) and IDluDz =
J-Dl f w sz f

v) (null sets) if f € R(D) and E C D is such that A,,(D\E) = 0 (that is, the excess of D w.r.t. E
has negligible measure), then

o=
D E

The last property is very useful for practical purposes. It says that the integral is not affected by eliminating/adding
a measure 0 set from/to a domain D. So we can always, if needed or convenient, add/subtract measure zero sets to
the integration domain not changing the calculation of the integral.

With this, the definition of integral is completed. Of course, as for one dimensional integral, we need efficient
tools to check integrability and to compute an integral. The two most important tools are reduction formula and
change of variables formula, which we illustrate in next sections.

5.3. Reduction formula

In this Section we introduce the technique based on the reduction formula that allows to reduce the calculus of
a multiple variables integral to iterated one variable integrals. For pedagogical reasons we present first the case of
double integrals, then we will extend to the general case.

5.3.1. Double Integrals. To understand the idea, let’s consider the problem of computing

j f(x,y) dxdy.
D

Assuming f continuous and integrable,

| reyasays D) sy

(x,y)eD



119

Informally, associative and commutative properties lead to

D fayddy=y > flxy)dy|dx.

(x,y)eD xeR\y : (x,y)eD
Now,

Z f(x.y) dyzj f(x,y) dy, where Dy :={y : (x,y) € D}.
y:(x.y)eD Dx

We call D, the x—section of D. Notice that D is the set of ordinates of points of D with abscissas = x. Thus,
denoting by

F(x) = JD f(x,y) dy,

(this is a function of x, y is integrated” and it does not appear out of the integral), we would have

[, s asay~ Y rwass [ Fwac=[ ([ o ) an

x€R

Similarly, flipping the role of x and y we have a similar formula with exchanged order of the integrations. Of course,
this is not a proof, but the conclusion is a true fact:

Proposition 5.3.1: reduction formula

Let f € C(D) be absolutely integrable on D measurable. Then

(5.3.1) L) f(x,y) dudy = jR (L f(xy) dy) dx = LR (L) 0o y) dx) dy.

where
e D,:={yeR : (x,y) € D};
e DY :={xeR : (x,y) € D}.

Notice that D, (DY) may be empty for certain values of x (y). For such x (y), clearly fD f=0 (ny f=0).
Therefore, formula (5.3.1) and be actually written as

f F(x.y) dedy =j ( ) dy) dx=f ( ) dx) dy.
D X Dx#2 Dy y : DY+#2 DY

However, for future use we prefer to keep a lighter notation as in (5.3.1).
Reduction formula (RF) says that we can reduce the calculation of a ”double integral” fD f(x,y) dxdy to two
iterated one variable integrals:

e first, one computes integral JD f(x,y) dy: the output is a function F(x) of x;

e second, one computes integrale fR F(x) dx.
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Example 5.3.2: ()

Q. Compute

A. First notice that f(x,y) = cos(x +y) € C(R?), thus | f| € C(D), D is clearly closed and bounded hence
compact. Therefore, f is absolutely integrable on D. To compute the integral we apply the RF. In this case,
it is indifferent which one of the two forms, thus we write

J cos(x +y) dxdy = J (J cos(x +y) dy) dx.
D xeR \JyeD,

[0,x], xe€]0,n],

Notice that

Dy={y : (x,y)eD}=

@, x ¢ [0,7].
Thus
Vs X
J cos(x +y) dxdy = J (‘[ cos(x +y) dy) dx.
D o \Jo
Now,
J cos(x +y) dy = [sin(x +y) z:g = sin(2x) — sinx,
0
thus
4 2 = 1 1
J cos(x +y) dxdy = J (sin(2x) — sinx) dx = —COS( %) +cosx =l-=-1|-|-=z+1|=-2
D 0 2 =0 2 2

The reduction formula (5.3.1) requires that f be absolutely integrable, that is

J‘ | f(x,y)| dxdy < +o0.
D

To check this, in principle we should compute the double integral of | f|. Applying the reduction formula

[, irtasas = [ ([ i) as=[ ([ et o

so, if f is absolutely integrable, then

JR (LX [f(x,y)] dy) dx, JR (L) If(x,y)] dx) dy < +co.

It turns out that also the vice versa holds true:

Proposition 5.3.3

Let f € C(D), D measurable, be such that at least one of

(532) [LAJ, ireomnas) ae [ ([ 1remna) v

is finite. Then, f is absolutely integrable on D and reduction formula (5.3.1) holds.

Combining the previous Propositions, we get an algorithm to check integrability and compute double integrals.
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Check List 5.3.4: computing double integrals

To compute fD f(x,y) dxdy

(1) is f € C(D)? Is D measurable (for instance, is D open or closed)?
(2) Check that at least one of the iterated integrals (5.3.2) is finite
(3) Apply RF (5.3.1) to compute the integral.

If f has constant sign, e.g. f > 0, then

[], el f, roa

80, once step (2) is done we automatically have also the value of the integral according to RF without doing
step (3).

Example 5.3.5: ()

| \.

Q. Discuss if f(x,y) = e s integrable on D = [0, +o0[X[1, 2] and, in this case, compute its integral.

A. Clearly f € C(D) where D = [0, +co[X[1, 2] is closed. Trivially,

@, x <0,
D, =
[1,2], x=>0.

Moreover, f > 0 on D, thus |f| = f and

+00 2
[ wava =] (J P dy) "
R X 0 1

+00 ) )
:J xe ™ —xe > dx =
0

1l
S >
+
8

=

|

Q

N

=
5]
< e
1 |
- ™

&

—e_x2 X=+00 —e_2x2 xX=+00 ) |
2 4 T4

x=0 x=0

1

We deduce f is integrable and being f > 0, the previous calculation provides also I[o too[x[1.2] f=1

Example 5.3.6: (*)

Q. Discuss if f(x,y) := e ™ is integrable on D = {(x,y) € R> : x >0, 0 <y < x}. In such case
compute the integral of f on D.
A. Clearly f € C(D) and D is closed (defined by large inequalities on continuous functions). Applying

(5.3.2), notice that
@, x <0,

[0,x%], x> 0.
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Therefore,

+00 x2 +00 +00
J J |f| dydx = J J e dy| dx = J ng_x dx = J xz(_g—X)I dx
R x 0 0 0 0

+00 +oo
= [—xzefx]i;gw +J 2xe ™ dx = ZJ x(—e™*) dx
0 0

+00
=2 [ [ e =2 =2
0

This says that f is integrable on D and, at same time, ID f=2.

A particular case of RF (5.3.1) is obtained by taking f = 1. Recalling that ID 1 = 2;(D) we obtain

(5.3.3) (D) = JR (J ! 1 dy) dx = JR/M(DX) dx = Lal(m) dy.

Formula (5.3.3) is called slicing formula.

Example 5.3.7: (xx)

Q. Compute the area of a disk of radius r.

D={(x,y) eR* : ¥ +y* <r’}.
This set D is closed, hence measurable. According to the slicing formula,

(D) = JRMDX) dx.

Let’s determine an x—section. We have
@, |x| > 7

yeD,, & (x,y)eD, &= X*+’<r?, = y’<r’-x}, =

[—Vr2 —x2,Vr2 —x2] , lxl < r
Therefore

A2(D) =j A1(Dx) dx:ﬁ 4 ([—Vrz—xz,\/rz—xz]) dxzj| 2Vr? — x2 dx.
R

x|<r x|<r

Setting x = rsin6, 6 € [-7, 5], we have

/2 2
A2(D) = Zr'[ V1 —(sin#)2 rcosf db = 2r2J (cos6)? do.
-r/2

—-r/2

7/

Now [(cos#)? = [ cos6(sin6)’ = cos@sin 6 + [ (sin ) = 3 sin(26) + 6 — [ (cos 6)* hence
O=m/2

1
(D) = 4r? [Z sin(20) + = =ar°. O

2

0=0
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Warning 5.3.8

It might happen that both iterated integrals

fR ( L e dy) dx, JR (L) ) dx) dy

make sense, but they are different! Of course, in this case, f cannot be absolutely integrable (otherwise
the two iterated integrals should coincide). The next example shows a case of this situation.

Example 5.3.9: ()

Q. Let

-7y
flxy) = G

Then [, ([, £ dv) dx # [, ([ f dx) d.

A. Notice first that

(x,y) € D :=[0,1]%.

@, x ¢[0,1],
Dy={yeR : (x.y) €[0.1]°} =
[0,1] x€e[0,1]
and similarly for DY. Therefore

0’ y ¢ [O’ l]’

[ rewa=i o
g dx= 5 dx - 2y
0 (x+y) 0 (x+y) 0
Apart for y = 0, both integrals are finite equal to

Gty dx. ye][0,1].

(x+y) CT) il R B 1 1 1
oL P 2 L Ty Ty Y 2732 T T
- x=0 - =0 Y Y+ (y+1) (y+1)
Hence
[, ) = [t =0 211
X, X = _ = = - — = ——,
R P A P ) A 2
Exchanging x with y we obtain the same result except for the sign: JR (ID f(x, y)dy) dx = % O

5.3.2. General Multiple Integrals. The previous mechanism can be extended to functions f of m variables.
Let f = f(xy,...,xn), and imagine we group (xi, ..., X, ) into two blocks, one of k variables and the remaining
of m — k variables, as
(X1 e eosXm) = (X1 e ooy Xk Xkt s - - - Xm) = (£, 7), X € RF, § e R™K,

X y
An important point is that the two sub-arrays are not required to be the first k£ coordinates and the next m — k. So,
for example, if (x, y,z) € R? we could group into two sub arrays of resp. 2 and 1 components as follows:

(x,y) and (), (x,z)and (y), (y,z)and (x).
With this notation we may write
Fxt,xm) = F(5 ).
We have the
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Theorem 5.3.10

Let f € C(D) be absolutely integrable on D measurable. Then

(5.3.4) J‘D f= JRk ( b f(X,) dy) dx = ij—k ( . f(&y) dx) dy.

Moreover, if one of integrals

JRk (L) If(f,i)ldﬁ) dx, J k(Lﬁ | f(f,y)mf) dy,

is finite, then f is absolutely integrable on D (and the reduction formula (5.3.4) holds). In particular, by
taking f = 1 we have the slicing formula

(5.3.5) Am(D) = I Am-i(Dz) d¥ = J
Rk

RmMm-—

= m—
X

(DY) d5.
k

Remark 5.3.11

Consider a function of three variables f = f(x,y,z) € C(D), D c R? open/closed. In this case, there are
six different possible applications of reduction formula:

ID /= IR (f(y,mer ! dydz) dx = J‘RZ (fxeD(y.z) f dx) dydz,
fo = JR (f(x’z)eDy fdxdz) dy = IRZ (fyeD(m) f dy) dxdz,

Inf=1s (f(y,z)eEx f dydz) dx = [, (IxeD(M) f dx) dydz,
Which choice is the best one depends by the complexity of calculus.

Example 5.3.12: (x)

Q. Compute the volume of a rugby ball D := {(x,y, 7)) eR? xz;yz +4 < 1}, (a,b > 0).

@@

A. Clearly D is closed and bounded in R?, hence measurable. Slicing D along the z-axis,

05(D) = fR (D) dz.
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Now,
a, |Z|>b,
2.,.2
+
Xy Z

2 2
¢ b B(Oz,w/l—i—i], 2| < b.
Thus
A3(E) —J (B0 a\/l 2 dz—J na2(1 Zz)dz—meﬂ(l Zz)dz
3 = 2 25 - = -— = - =
lz|<b b? |z|<b b? -b b?

3 1b 2 I
2 b < 2 2
= - | = 2b - = == .

e ([Z]_b [3b2]b) i ( b 3b) ”3a b

(x,y,2) €D,

Taking a = b = r we obtain the volume of a sphere of radius r, the well known %nr3.

5.4. Change of variable

Change of variable is an important technique of calculus for integrals. To compute

Lb f) dr,

introducing the “new” variable y := ¢(x), or x = ¢~ !(y) (the change of variable must be invertible) then, provided
#,¢~" € C in their respective domains, we have

b o) [00) £~ N Y () dy. if g 7,
[rewa= " e one ym @
‘ o [25 @ (@Y 0) dy. i\

Denoting with ¢([a, b]) the image of [a, b] through ¢, we have, in a unique formula

b
j Fx) dr = J FO ONIG™Y )] d.
a ¢ ([a,b])

This formula extends to the case of functions of vector variable as follows:

Theorem 5.4.1

Let f € C(D), D closed or open domain of R¢. Suppose that ® : D — ®(D) is a diffeomorphism on
D that is

e @ is a bijection: 30! : (D) — D;
o O, O !are regular, that is @, @~ ! € C! on their domains.
Then

(541 [ r@a IO @)@y ()l as.
D (D)
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Remark 5.4.2

The determinant det(®~!)’(¥) is the determinant of the jacobian matrix of ®~!. An interesting fact to
know is that

(5.4.2) det(@71)'(3) =

1
det @' (@~1(7))

To check this identity we notice that, according to the chain rule,
o@7'(F) =y, = @@ '@ =L
therefore, by taking both side the determinant and recalling that, if A,B are square matrices, det(AB) =
det A det B, we get
det®' (71 () det(@~")'(3) = 1,
from which the conclusion follows.

Example 5.4.3: (xx)

. . _ _ y
Q. By using the change of variables u = xy, v = =, compute

y*arctan(xy)

21y2)? dxdy, 0 <a< 1.

JléxyéZ, O<ax<y<

N

Define now the map
Y
(,v) = @(x.y) = (xy.2).
X

We check that ® is a diffeomorphism on D,,. It is clear that ® € C'(D,). We check that ® is invertible.
Let (x,y) € D,. Then
u=xy, u=vx-,
(u,v) e ®(x,y), = —

v=2

;’ y:VX,

Notice that, since (x, y) € D, both x, y > 0 then, necessarily, also u, v > 0. So, the previous system yields,

x= T, -
= (x,y) =0 '(u,v)= (\/j, \/ﬁ) .
y = Vuv, Y
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Moreover:
1 <xy<?2, 1<u<?2, |
(x,y) € Dy, &= — — (u,v) €[1,2] % a,—].
0<ax<y<zZ, a<v<%. ¢
®(Dll)

It is clear that both @, ®~! are C! on their domains D, and ®(D,). We can apply the change of variable
formula. To this aim, we need to calculate det(®')’(u,v). We can do this directly by computing the
jacobian matrix of ®~!, or indirectly using the formula (5.4.2). Since

y x
q)/(x’y): , = detq)'(x,y)=X+x%:2X:2V.
_y 1 X X X
x2 X

by (5.4.2) we have
1
det(® 1 (u,v) = —.
2v

Therefore,
4 4
t 1
1, :=J M dxdy =J d 5 arctanu | -— dudv
1<xy<2, O<ax<y<Z (x*+y?) 1<u<2, asv<t (1+v?) v
2 1 3
RF 1 a v
= = arctanu d ——— dn].
2 (L ! u) (L (1+v2)? 77)
Now ) )
u T 1 5
tanu du = tanu]? — du =2arctan2 — = — —log =
L arctanu du = [£ arctan u]] L T2 u arctan 1 7lg5
while

1, 1 1 2
a v a v a v 11-a
Y = |- | av=—logat—L
L (1+v2)2 7 L 102 L (1+v2)2 ’ BT

From this we get
n 1. 5\(11-a*
Iaz(2arctan2—Z—Elogz)(zraz—loga).

In the next subsections we illustrate the change of variable formula with particular change of coordinates in the
case of double and triple integrals.

5.4.1. Integration in polar coordinates. A very important change of variable in plane integration is

X =pcosb,
(p,0) € [0, +c0[x][0, 27].
y = psiné,
Here we may notice that change of variable is defined in the form (x, y) = ¥(p, #). This means that, referring to
notations of (5.4.1), present ¥ is just ®~'. Thus
cosf —psinf
det(®") = det ¥’ = det = p(cos® 0 +sin? 0) = p,
sinf pcosé

and (5.4.1) becomes

(5.4.3) I f(x,y) dxdy = J f(pcosh, psinb)p dpdb.
D (Dpol (D)
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Here, ®,,;(D) is nothing but D represented in polar coordinates and notice also that we don’t really need to have
@ explicitly.

Remark 5.4.4: (xxx)

The scope of this remark is to show that, even if the map (p,6) = ®(x,y), (x,y) = ®~!(p, ) is not
a bijection between the cartesian plane R” and the strip [0, +co[x[0, 27], formula (5.4.3) if 100%
correct!. Let us see why (the discussion below is a bit technical and it can be skipped, unless you are
curious!).

First fact: @ is not a bijection. This because, for example, (x,y) = (0,0) corresponds to (p, 8) = (0, 8)
for any 6 € [0, 2n]. To make @ a true bijection, we have to restrict a bit the domains taking

@ : R2\{0} —]0, +oo[x[0, 27[.

It is now possible to prove that @ is a bijection with inverse ®~ .

Second fact: even if @ is now a bijection, it is not continuous! Indeed, take a point (x*,0) with x* > 0
(positive half of x—axis). Now, if (x,y) — (x*,0) coming from the upper half plane (that is y > 0), then
0(x,y) — 0 while, if (x, y) — (x*,0) coming from the lower half plane (that is y < 0), then 8(x, y) — 2.
So, if ®(x,y) = (p(x,y),0(x,y)), the second component has not a limit for (x, y) — (x*,0). Therefore, it
cannot be continuous. To fix this problem, we need a further restriction, considering

@ : R2\R, —]0, +00[x]0, 27[, where R, := {(x,0) : x > 0}.

It is now possible to prove that @ is a diffeomorphism between these domains.
Third fact: integration formula (5.4.3) holds! The key point is that that the difference between R? and
RZ\R+ is the half axis R, for which, as you might expect, 1, (R;) = 0. Thus, by null invariance of integrals,

J‘ f =J f C=VJ f(pcosb, psinb)p dpde.
D DN(R*\R,) ®(DN(R2\R,))

Now, ®(DN(R2\R,)) are polar coordinates of points of D which are not on R,. Therefore, they corresponds
to points of ®(D) which are in 0, +00[x]0, 27 [, that is

J f:J f(pcosh, psinh)p dpd@:J f(pcos@, psinb)p dodd
D ®(D)N]0,+00[x]0,27[ (D)

because the difference between ®@(D)N]0, +o0[%x]0, 277[ and ®(D) are just points where p = 0 or § = 0 or
0 = 2m, in any case measure 0 sets.

Example 5.4.5: ()

Q. Compute

A. We have

+00 2r +oo
TR S R P
R? P 0 0

>0,60€[0,27] 0

+00
=2r ([—pe_p]ngoo + L e ® dp) =27,

Next one is a smart calculation of a very important (in Probability, Statistics, Physics, Engineering,. . . ) integral.
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Example 5.4.6: (xx) Gaussian integral

Q. Computing the double integral

deduce the Gaussian integral

*24y2 +00 2 o2 ‘oo o 2 p=+0o0
J‘ e 2 dxdsz (I e zZp dG) dp=27rf e Zpdp=2n [e_z} =2nm.
R2 0 0 0

Now, this says that e~ T s integrable on R”. By the RF we have

*24y? x2+y? x2 ¥2 x2 2
I e "2 dxdy =J (J e 7 dx) dy =I e 7 (J e 7 dx) dy = (J e 7 dx) .
R2 R \Jr R R R

Therefore,
X2 2
(J e 7 dx) =2m,
R

and from this the conclusion follows.

Example 5.4.7: () multidimensional Gaussian integral

Q. Show that, if C is a m X m strictly positive and symmetric matrix, then

(5.4.4) J e~ 2C7'xx gy = \J2m)m det C.

A. To compute (5.4.4) notice first that, being C symmetric, it is diagonalizable: this means that there
exists T invertible such that T-!CT = diag(o, ..., 04). Furthermore, because C is symmetric, 7 is also
orthogonal, that is T-l=T1" (transposed matrix). Therefore C = TDT!, hence

_1CTRE g _1 15135 5 _HTD TR g _IpUTR TR g
e ;C XX g% = e ;(TDT'™) XX g3 = e ;(TD™'T )XdeZ e ;DT X.T X 4%
m m m m
in such a way that X = T'y and

Now, set y = T~'%,
IDITIRTIE = _1p-13.3 - 1Dy o
J e DT TIRTIR dx:J e 207V | det T| dy:f e PV gy
RWI m

m

Last = is justified because, being T orthogonal, TT* = I, hence 1 = det(TT?) = detT detT* = (detT)? by

which | detT| = 1. Moreover,
1
-5 = _ 2
D y-y—§ ij,-,

therefore
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To conclude just notice that
o1---om=detD =det(T~'CT) =detT~' det Cdet T = det C.

5.4.2. Spherical and cylindrical coordinates. The analogous of polar coordinates for functions of three
variables are spherical coordinates:

X = pcosfsing,
y=psin@sing, (p,0,¢) € [0,+co[X[0,27] X [0, ].
7= pCcosag.
Also in this case the change of variable is defined in the form
(x,y,2) =¥(p,6,9),
thus, referring to (5.4.1), ¥ = @1, Hence,

cosfsing —psinfsing pcosbcosep
det(®~!) =det| sin@sing pcosfsing psinfcos¢ | = p’sind.
cos ¢ 0 —psin¢

Therefore, (5.4.1) becomes
I f(x,y,2) dxdydz = J f(pcos@sing, psinfsin g, p cos ¢)p’sind dp do dp.
D (Dsph (D)
2

This type of change of variable is often useful when f has some spherical symmetry, that is it depends on x%+y? +z2.

Example 5.4.8: (x)

Q. Using spherical coordinates, compute the volume of a sphere of radius r.

A. We have
A3 ({x2 +y2 +72 < rz}) = j

xz+y2+22<r2

T . r 5 4 5
=2r sin dy p-dp|==nr’.
0 0 3

When f has not a central symmetry but it is symmetric respect to some of the axes, a further variant of polar
coordinates may be useful. Let first introduce this system of coordinates defined as

dxdydz = J p?sin ¢ dpdfde

0<p<r, 0<0<2x, 0<p<n

X = pcosb,
y=psing, (p,0,z) € [0,+c0[X[0,27] X R.
z=2Z.

Also in this case the change of variables is defined in the form
(x,y,2) =¥(p,0,z), where ¥ = o',

Being,
cos§ —psinf O
det¥’ =det| sin@ pcosd O [=p,
0 0 1

according to (5.4.1) we have

J f(x,y,2) dxdydz = J f(pcos@,psinb, z)p dpodbdz.
D chil (D)
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This change of variables is particularly useful in the case of functions symmetric respect to the z axis (that is
depending on x? + y? that becomes p? in new coords).

Example 5.4.9: (xx)

2,2
Q. Compute the volume of the rugby ball D = {(x,y,z) € R® : % + ;—i < 1} by adapting cylindrical
coordinates.

A. Adapting the cylindrical coords (x, y,z) = ¥~ 1(p, 6, z) := (ap cos @, ap sin 6, bz) we have

acosf —apsinf 0
det(W~") =det| asin@ apcosd 0 |=ba’p,
0 0 b

therefore

ba’p dpdbdz = 2ﬂa2bj p dpdz.

p2+z2<1, p>0

A3(E) =J

p2+72<1, p=0, 6€[0,2n], ZeR
To compute the last integral we may use polar coords for (p, z) = (r cosa, r sina). Then
1
2
cos dcyj rrdr==.
0 3

(rcosa)r drda = J i

pdpdz=J

Jp2+22<1,p>0 -Z<a<?, Osr<l

Moral: A3(E) = *Za’b.

n
2

One of the most delicate steps is characterizing the integration domain w.r.t. the new integration coordinates.

Example 5.4.10: (xx)

A. The set is clearly closed and bounded, thus A3(D) < +co. We can also have an idea of D: it is the
intersection between the sphere centered at the origin with radius r and a cylinder centered at (%, 0,0),
radius 5 and axis parallel to the z—axis.

To compute the volume, we write
A3(D) = J 1 dxdydz.
D
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Here, a first difficulty is: which coordinates should we use, spherical coords? cylindrical coords? or
any other system? Since the integrand function remains = 1 whatever is the system of coordinates, we
have to focus on the domain D. The first constraint gets easier if we use spherical coordinates (p, 8, ¢),
(x,y,2) = (pcos@sin g, p sin G sin ¢, p cos @),

Py e <t = pP<rh
However, with this choice the second constraint becomes a mess:
r22V2 . N2 oo, r?
X_E +y° < T — pcos@smqﬁ—z + p“sin”“ #sin” ¢ < T

Another option could be adapted” cylindrical coordinates as
(x,y,2) = (% +pcosf,psind, z) .

In this way, the second constraint becomes simple:
(x_£)2+y2 e el
2 4
but the first in more complex:

(% + p cos 0)2 +,02 sin? @ + 22 < r2.
A better choice is a compromise choice: let us use standard z—axis based cylindrical coordinates

(x,y,2) = (pcosh, psinb, z).

In this way

P’ +z2 <, 20 ot +72 <,

(x,y,2) €D, —

p> —rpcosf < 0. o < rcosé.

Therefore
cv
A3(D) = J p dpd6 dz.
>0, 0€[0,27], z€R : p2+z2<r?, p<rcos 0

Now, we have to be careful of “hidden” constraints.

e The first condition p® + 7% < r?

(0,0) with radius r.
e The second condition,

must remind that p > 0, so it is actually an half-disk centered at

p < rcosé,

being p > 0 it must be r cos 8 > 0, and since here r > 0 is a fixed parameter, cos 6 > 0. For
0 € [0,2n] this happens iff 8 € [0, Z] U [37”, 2n]. Equivalently, instead of taking 6 € [0, 2x]
and considering 6 € [-n, ] we have cos6 > 0iff 6 € [-F, T].

(D)% J

-r/2 (J;;>O, z€R : p2+72<r2, p<rcos 0
Focusing on the innermost double integral, we may notice that

PP+ <t = Z<rt-pl = |7l <Ar2-pt

So
/2

p dp dz) de.
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It must be > — p? > 0, that is p> < 2, which is automatically true if p must also fulfill 0 < p < rcos 6.
Thus, by the reduction formula we have

o d RE J‘r cos 6 \r2-p?
papdz =

rcos 6 2 rcos @ ) 532
=J 2pr? = p? dp = =3 L dp(r* = p*)** dp

0

e

2
=57 (1 _ sin® 9).

P dz) dp

Jp>0, z€R : p2+z2<r2, p<rcos 6 0

p=rcos 0

2
=—= (r3(1 —cos? )% - r3)
p=0 3

Therefore,

71'/2 2 2 2 7(/2 2
A3(D) = 231 -sin0) do = Zar* = 253 sin® 6 df = Znr°.
3 3 3
/2 -n/2
——————
=0

(IZ/T 32 sin® 6 d6 = 0 being the integral of an odd function over a symmetric interval around 0).

5.5. Barycenter, center of mass, inertia moments

Multiple integrals provide a precise definition to several different geometrical or physical entities. To fix ideas
consider a set D c R®. We call barycenter of D the point (X, y,7) defined as

)_C:

1 1 1
x dx dy dz, _:—J dedydz, 7= zdx dy dz.
y y (D) Dy y Y

A3(D) Jp ~ A3(D) Jp

In other words, the barycenter is the point whose coordinates are the mean values of the coordnates of D. With
special symmetries some of the coordinates of the barycenter may vanish. For instance, if D is symmetric with
respect to the plane yz, that is (x,y,z) € D iff (—x,y,z) € D), then x = 0. Indeed, if ®(x,y,z) = (=x,y,2) we
have ®(D) = D and | det ®’| = 1. Therefore, by change of variable,

J x dxdydz = J x dxdydz = J (=x)| det®’ (x,y, z)| dxdydz = —J x dxdydz
D (D) D D

from which it follows that fD x dxdydz = 0.

Example 5.5.1: (xx)

A. By symmetry, we have x =y = 0. Let’s compute
1
A3(D)

z= J 7 dxdydz.
D
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It seems convenient to slice D perpendicularly to the z—axis:

r r 3 13=r
A3(D) = j (‘[ dxdy) dh = J (P =) dz=nr*(r-h)-n Z—}
h x2+y2<r?-z2 h 3 z=h
1
=n(r-h) (r2 - 5(}’2 +rh+ hz)) .
Similarly
J zdxdydz = J (J z dxdy) dz = J z (J dxdy) dz = I zn(r2 - zz) dz
D h \Jx2+y2<r2-22 h x24y2<r2-z2 h
_ a2 i]zzr o i]zzr 3 7rr2r2 - h? _ﬂr4 - hnt 3 ﬂrz - h? (r2 B r? +h2)
2 z=h 4 z=h 2 4 2 2
(}’2 _ h2)2
=

By this we get 7. In the case & = 0 (that is when D is the half-sphere) we have 7 = %r.

Let D c R? by a domain obtained by a rotation around one of the axes of a plane set E. To fix ideas, let’s
assume that the rotation be around the z—axis of a domain E in the plane yz. This domain can be identified by
{(0,v,2) : (y,z) € E} c R3. The set D can be represented as

D ={(ycosb,ysinb,z) : (y,z) €E, 6 €[0,2n]} = ®(E x [0, 2n]),

where @ is nothing but the cylindrical coordinates map.

By the formula of change of variables

A3(D) =J

' (y,6,2)| dy d6 dz = f
Ex[0,27]

ydy dfdz = 27rJ y dydz,
Ex[0,27] E

that gives the Pappo’s Theorem:

(5.5.1) ]@(D) =271, (E)y. \

Example 5.5.2: (xx)

Q. Compute the volume of a thorus T, g := {(x, y,2) €R? 1 (Wx2+y2-R)>+72 < ,,2} (0<r <R).
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A. According to Pappo’s formula (5.5.1), we have
A3(T, R) =27, ({(y -R)?+77 < 7”2) y = 2xlar’y = 4n*r?y.

Here  it’s the ordinate of the barycenter of the disk E := {(y — R)*> + z> < r?}, so
1 J‘ 1
ydydz = — J y dydz.
2 (E) JE nr? (y—R)2+z2<r?

Changing to polar coord y — R = pcos 6, z = p sin 8, we have easily

_ 1 2r
G 0

y =

2

r 1
J p(R+ pcosb) dp) do = —227Tr—R =R,
0 nr 2

(as it is natural!). Hence A3(T, g) = 47*r*R.

If D represents a solid body, multiple integrals provide a method to compute the mass of the body. Assuming an
inhomogeneous body, we introduce the density of mass o = o(x, y, 7). Intuitively, p(x, y, z) is mass per unit of
volume. So, a little cube of solid centered at (x, y, z) with sides dx, dy, dz has mass

o(x,y,2) - dxdydz.

Therefore, the mass of the solid is, by definition,

u(D) = J o(x,y,z) dxdydz.
D

In Physics it is important the center of mass: it is the point where the sum of all the forces acting on D could be
applied to get the same effect. This point has coordinates (xg, yG, zg) defined by

1 J 1 1
xg = —— | xo(x,y,2) dxdydz, yg = —J yo(x,y,z) dxdydz, zg = —J zo(x,y,2) dxdydz.
u(D) Jp u(D) Jp u(D) Jp

If the body is homogeneous (that is o = 09 € R) the center of mass coincide with the barycenter, as it is easy to
verify.

Another important quantity for Physics is the inertia moment with respect to some axis. For instance, if the
axis is the z one, this is defined by

I, = J (x2 +y2)g(x, y,z) dxdydz.
D

5.6. Green’s formula

Green’s formula is a remarkable application of mul-
tiple integrals to vector fields. The formula deals with
circulations 4517 F when g is the boundary of some plane

region D. There is an important requirement: ¥ must
turn around D in a counter-clock wise way. If this is
quite intuitive for simple sets, as for a disk D = B(X, r],
a precise definition is less evident for a generic D. We do
not enter into this problem but we will accept an intuitive
definition that might work as follows. Imagine D as a
lake and ¥ = dD as the trajectory of a car turning around
the lake. We say that ¥ is counter-clock wise oriented
w.r.t. D if the lake is always at the left of the car.
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Theorem 5.6.1

Let F = (f,g) : D c R? — R? be a C! vector field. Assume that the boundary of 4D be described by a
regular curve y counterclockwise oriented, we write ¥ = dD. Then,

(5.6.1) 3@ F= J (8yf — 0r8) dxdy.
3 D

Proor. (in a simplified setup) For simplicity, we assume that the domain D is the region delimited by two
functions, that is,

D ={(x,y) €R* : x € [a,b], $(x) <y <y(y)}
and ¢(a) = ¥ (a), ¢(b) = ¥ (b). In this case
0D = Graph(¢) U Graph(y).

y=¢(x)

y=0D

Therefore,
¥ =7y +7e, Where yy(x) = (x,¥(x)), x € [a,b], Y4(x) = (x,¢(x)), x € [b,a].

With x € [b, a] we mean that x runs from b to a (right to left). With all these premises,

§ F = [V FCoy(0)- (L' () de+ [5 Flx, () - (1, ¢/ (x) da
= [7 Fep (@) + gy ()W () dx — [ F(x, $(x)) + g(x. p(x))¢' (x) dx

=- fab (f(x,0(x)) = f(x,¢(x))) dx - ff (8(x, ¢(x)) 9" (x) = g (x, ¢ (x))y' (x)) dx.
Now, by the fundamental theorem of integral calculus,

¢ (x)

F o) — frp(x) = J | inf ) dy

v(x

A bit more complicate the remaining term. By the fundamental theorem of integral calculus

¢ (x)

¢(x)
axf g(x.y) dy = g6, 6P (x) — g (e (X)W (x) +J Beg(x. ) dy,
(x) ¥ (x)
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thus,

[ (8x. 60)¢ () = g (e (N () dv = [ (0 [ g Cey) dy) de = [ ([91) Deg e, v) dy) ax

¢(x) x=b b (e(x)
= [ ,p(;() g(x,y) d)’]xzu - fa (LZ)(;C) Oxg(x,y) dy) dx

== [2([20) g lxy) dy) dx
being ¢(a) = ¥ (a), ¢(b) = ¥ (b). In conclusion,

L b e
iﬁ F =J (J Oy f(x,y) = dxg(x,y) dy) dx =J (0yf = Oxg) dxdy,
y a \Ju(x) b

which is the conclusion. O

Green’s formula has an interesting impact on the problem of establishing if an irrotational field is conservative:

Corollary 5.6.2

Let F = (f, g) be an irrotational field on D. Suppose moreover that every ¥ C D circuit is such that +y or
—¥ is the counter-clock wise oriented boundary of an Q C D. Then F is conservative.

Proor. Since F is irrotational, Oyf = dygon D. Let y C D be a closed path. According to hypotheses,
+y = 0Q for some Q C D. But then,

3E ﬁ:f (8, f — 0x8) dxdy = 0.
+y Q

The conclusion follows now from Theorem 3.3.5. |

Remark 5.6.3

The assumption that every ¥ C D circuit is such that +y or — is the counter-clock wise oriented boundary
of an Q C D is, in fact, an assumption on the nature of D. Roughly speaking, it says that whenever you
take a circuit ¥, whatever is delimited by % must be contained in D.

Here is another nice consequence of the Green’s formula

Corollary 5.6.4: Area formula

Let D be an open and bounded domain with 8D = ¥, where y(r) = (x(), y(¢)) is a counterclockwise
oriented circuit. Then

(D) = 3@7<y,0> - _3%(0’”

The following shortening is commonly used:

A2(D) =f{>‘

ydxz—jg x dy.
Y Y

Proor. Just notice that

§ (y,0) = J (0yy = 0x0) dxdy = J 1 dxdy = 2,(D). O
¥y D D
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Remark 5.6.5

This is curios and interesting. Returning to the initial interpretation of D as a lake and ¥ the road run by a
car turning around the lake, the area formula says that you can compute the area of the lake just knowing
the time trajectory of the car (position and velocity) turning around the lake!

Example 5.6.6: ()

Q. Compute the area of a disk of radius r.

A.Let ¥(t) = r(cost,sint), t € [0,2n]. Then
2 2
(D) = J rsint d(rcost) = —rzj (sin?)? dr.
0 0
Integrating by parts

2r 2 2n
—J (sint)* dt = [sinzcos 1]'=2" — I (cost)? dt =2n - J (sin7)? dt,
0 0 0

from which — J; "(sinf)? dt = —x. Therefore 15(D) = nr? as well known.

5.7. Exercises

Exercise 5.7.1 (). Compute

i 1

1. xe” dxdy. 2. J S dxdy. 3. J dxdy.
Josy<l, 0<x<1-y2 O<y<i-x2 2+Y lyl<i—x2 1+
i 1 2

4, —— dxdy 5. J L dxdy. 6. J MY gy,
Jio.yx[2.41 (x =) 1<x<2, Ley<x Y [0,1]2
[ 4 x26—x2

7. e ™ dxdy 8. J x+/y? —x% dxdy. 9. J —— dxdy.
J[0,+00[ X[ 1,4+00[ 0<x<y<l Ixyl<t 1+ (xy)

Exercise 5.7.2 (xx). Compute

2y?\Jx2 + zy dxdydsz.

Exercise 5.7.3 (). Let D := {(x,y) e R?:x >0, y > 0, x> + y> < r?}. Draw D and describe it in polar coords.
Determine its barycenter and compute the integral

1. J y3zge_"y223 dxdydz. 2. J‘
[1,+00[3

x20, y>0, x+y+z<1

xyz dxdydz. 3.'[
0

<x,y<1, 0<z<x?

+
J XY ey,
p x> +y?
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Exercise 5.7.4 (x+). By a suitable use of special coordinates, compute the volume of the following sets:

2 2 2

1.{(x,y,z)eR3 :z>x2+y2,z<18—x2—y2}. <

a

3. {(x,y,z) eR3 x2+y2+z2 < 16, )c2+y2 24} 4. {(x,y,z) eRrR3 :

5. {3 2) 901~ NPT 4a2 < 1)

7. {(x,y,z) CxP V<L P+ 2L Y+ < 1}.

Exercise 5.7.5 (:x). Compute

1. \4 = x% = y2 dxdy

J x2+y2<4

2. —— dxdy.
fx2+y2<1 1+x24y? Y

" (2 2
3. e ) dxdy. 4.J
JRr2 x2+y2<16, —5<z<4

JR3

Exercise 5.7.6 (x=). By using the suggested change of variables, compute

r

1. | xydxdy, D={(x,y) €R? : 1 <xy<3, x<y<3x}, (u=xy, vzz).
D X

r

2. | y*dxdy, D={(x,y) €eR* : 1 <xy<2, 1<xy><2}. (u=xy, v=xy?).
D

oJ D
Exercise 5.7.7 (x*). Leta > 1 and

1
D, = {(x,y)eR2 T —<y<
ax
Draw D,. Then, using the change of variables u = xy, v = %, compute
52
I(a) :=J‘ —e™Y dxdy.
w Y
Exercise 5.7.8 (:x+). Let

2
);_xe_("”m, (x,y) €D :={(x,y) €eR?> : 0<x <y}

fxy) =

Use the change of variables («,v) := (xy,x/y) to compute fD f-

Exercise 5.7.9 (x++). Let

log(xy)

m’ (x,y) e D ={(x,y) € [O,+OO[2 s xy > 1},

flx,y) =

Use the change of variables (u,v) := (xy, y;) to compute ID f.

2. {(X,y,z)eR3 : X_2+i_+z_2<1

X2+ y? dxdydz.
5.1 2424 260D ey, 6.I a dxdydsz.
rrry e rayaz [0,400[3 1 + (2% +2y% +322)2 rayac

3. ¥ -yPdxdy, D={(x,y) R’ : 1<x? =y’ <2, x<y<2} (u=x"=y’ v

}, (a,b,c >0).

22 A2y Py < 1}

6. {(x,y,2) e R} : x?+y? <4, 4x? +4y* + 7 < 64}

2y
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Exercise 5.7.10 (+x). Applying Green’s formula compute

1) 3€(xy,3x+2y), y =9[-1,1]% 3) 3@ (x2+y,xy), y(1) == (1 +cost,sint), ¢ € [0,27].
Y Y

2) § (cosx + 6y%, 3x — e’yz), v=0B(0,1]. 4) i; =y +y), y=0 (B(O, r] N[O, +<>0[2).
¥ y

Exercise 5.7.11 (xx). Compute the area delimitated by the following curves:

1) t(cost,sint), t € [0,2n].  2) (sinz+sin’7,—cost —sintcos?), ¢ € [0,2x]. 3) (cos2t,sin’ 1), € [0, 27].

3, wind X2,
4) (cos’t,sin” 1), 1 € [0,2n]. 5) 5 +455 =1, (a,b > 0).



CHAPTER 6

Surface integrals

A surface is a “two” dimensional object in R3. Intuitively, a surface is like a curved sheet of paper. We may
imagine that such an object has volume 0 in R? but it should have some positive area. The problem is that area 1,
is defined only for objects in R?, so how a concept of area could be defined?

The concept of area of a surface embedded in R? is just, as we will see, a particular case of the concept of
surface integral, an operation we will introduce in this Chapter. Through this, many important entities used in
Physics and Engineering, as fluxes of a vector fields through a surface, can be rigorously defined and computed.
This shows, once more, how much important is Integration in applications of Mathematics.

Chapter requirements: multiple integration, vector calculus (in particular, vector product)

Learning objectives:

o (basic %) concept of parametric surface, being able to determine a parametrization of a surface in simple
cases, calculus of the area of a surface in simple cases, concept of flux of a field through a surface.

o (intermediate %) applying divergence theorem to compute outward fluxes.

e (advanced #xx) Stokes’ theorem, abstract reasoning.

6.1. Parametric Surfaces

The first step is to give a precise definition of what is a surface in R3. There are two natural ways to define a
surface in the space:

o through a Cartesian equation;
o through a parametrization.

The first method is perhaps the most simple and general. Let us see some examples.

Example 6.1.1: (x)

The following are surfaces embedded in R3:

e aplane ax + by + cz =r where a,b,c,r € R, and (a, b,c) # 0;
e a spherical surface, as for example
ayr+e?=r
e a paraboloid,
z:ax2+by2, a,b > 0.
e acone,

2= axz, byz, a,b > 0.

If a Cartesian equation is a natural way to describe an embedded surface, also a parametrization is pretty natural.
Everybody, even a kid, knows a remarkable example of this: our planet. Indeed, nobody uses Cartesian coordinates
to identify points on the surface of the planet. Rather, we use latitude and longitude, which are, in fact, spherical
coordinates:

141
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Example 6.1.2: (*)

Let S, := {(x,y,2) € R® : x?+y?+z% = r?} be the spherical surface of radius » > 0. Points (x,y,z) € S,
can be also described through

(x,v,z) = (rcos@sing, rsinsin ¢, r cos ¢),

where (6, ¢) € [0,2r] X [0, 7]. Referring 8 = 0 to the Greenwich meridian, ¢ is the so-called colatitude,
that is latitude = ¢ — 7.

We formalize now the idea presented in the previous example. We had a set .4 c R? such that
M = ®(D), where ® = ®(u,v) : D c R? — R,

We may expect that some technical condition is needed to ensure .# be a true surface, that is a two dimensional
object. Indeed, if, for example, ® is a constant function, say ®(u, v) = (0,0, 0) for all (u,v) € D = R3, clearly

®(D) = {0}

is not a surface but just a singleton. So, what is the right condition to ask on ® in order # = ®(D) be a true
surface? The idea is suggested from the example of coordinates on Earth. Let us consider the standard spherical
parametrization

(0, ¢) := (rcosfsing,rsindsing,rcos ).

‘We may notice, if we fix the longitude 6 = 6y, the line

¢ +— (6o, §),
is a meridian while, for a fixed co-latitude ¢ = ¢y, the line
0 — ®(6, ¢o),
is a parallel.
9P(60.¢0)
| “ 259(60,60)
A bo@n v A y
\ |

Latitude and longitude are good coordinates on the planet because locally, around to a point (6, ¢), they works
are cartesian coordinates x, y on the plane xy. In other words, the longitude axis ¢ = ¢¢ and latitude axis 6 = 6 are
perpendicular. Indeed, by taking the parallel ¢ = ¢, that is the curve § — D (6, ¢y), its tangent vector at § = 6
is

09D (0, ¢o) = (—r sin Oy sin ¢y, r cos g sin ¢, 0)
Similarly, the tangent vector to the meridian 8 = 6 at ¢ = ¢y is
0@ (6o, do) = (r cos Hg cos ¢y, r sin g cos ¢o, —r sin ¢o).
These two vectors are perpendicular because

0g® - 0P = —r2(sin Bg sin ¢o) (cos By cos ¢g) + r>(cos By sin ¢ ) (sin fg cos Po) = 0.
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The fact that the two vectors dg® and ds® are not parallel is the key to say that, at least "locally” around point
(0o, ¢g), the set D(D) looks similar to a two dimensional plane. This yields to the following definition.

Definition 6.1.3: parametric surface

Let ® = ®(u,v) : D ¢ R> — R3. We say that @ is an immersion if
0,D(u,v), 8,®(u,v) are linearly independent V(u, v) € D.

The set A4 := ®(D) is called parametric surface described by @, which is called parametrization of

Remark 6.1.4

|

0y
0,®D, 0,® linearly independent <= rank =2
0,®

Let us review some of the above examples.

Example 6.1.5: ()

Q. Check that a cartesian plane ax + by + cz = r, with (a, b, c) # 6 is a parametric surface.

A. Assume, for example ¢ # 0. Then
1
ax+by+cz=r, & z7=-(r—ax-by).
c

Define
1
®=P(x,y) = |x,y,— (r—ax—by)|, (x,y) € D=R%
c

Then @ is a parametrization of ./ := {(x,y,z) : ax+ by + cz = r}. Indeed:

0, ® 10 -4
rank = rank =2,
9y ® 0o 1 -t

c

clearly. Thus @ is an immersion and by construction .# = ®(D).

Example 6.1.6: ()

Q. Show that M = {(x,y,z) : z =ax>+ by}, a,b > 0 is a parametric surface.

A. Let
@ =d(x,y) = (x,y,ax*> +by?), (x,y) € R> = D.
Then
0, D 1 0 2ax
rank = rank =2,
0,® 0 1 2by

clearly. Thus @ is an immersion and .# = ®(D) is a parametric surface.

The previous examples suggests a general fact:
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Proposition 6.1.7

The graph of a regular function is a parametric surfaces. Precisely, if f = f(x,y) : D ¢ R> — R,
f € C'(D), then

M= {(x,y,2) €R? 2= f(x, )},
is a parametric surface with standard parametrization ®(x,y) = (x,y, f(x,y)).

Proor. It is sufficient to notice that

0, D 1 0 of
rank = rank =2. 0O
0, @ 0 1 o,f

6.2. Area of a parametric surface

Now we are acquainted with the definition of parametric surface, let us see how to use this to define a proper
concept of area for M = ®(D), where @ is an immersion on D.

T

/
/
% [ 11XV v 1]
/m

i TS

D cR?

A natural idea consists in dividing D in small rectangles [u;, u;+1] X [v;, v;4+1]. It seems then reasonable that
Area( ) = )" Area (®([ui, 1] X [v},v;])
ij
Now, if u; ~ w1 and v; ~ v, we could say that ®([u;, u;+1] X [v},vj41]) is almost a parallelogram of sides
D(u;,vier) — O(u;,vy) and @ (Ui, vy) — @(ui, vj).

Then,
D(uis1,vj) — Ui, vy) = 0uPui, vi) (uivt —ui), DPui,vis) — @i, vy) = 6,0 (i, vi) (Vs —vj),

S0
Area (P([uj, uir1] X [vj,vje1])) = Area ([0, P(ui, vj) 8, P(ui,vi)]) (wist — ui) (vjer — v;),
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where we settled [a l_;] the parallelogram of sides a and b. Here we notice that Areala, l;] # 0iff & and b are
linearly independent, which is true here because @ is supposed to be an immersion. Elementary geometry yields
the formula

Areald, b] = ||d@||||b|| sin 6,

where 6 is the angle formed by a and b. By recalling the vector product,

i j ok
Arealad, b] = ||d||||b||sin@ = ||@ x b||, whered xb=det| a; ax a3
by by b3

Returning to the initial problem
Area (D([uj, uir1] X [vj,vie1])) = 10, P (uz, vi) X 8y @ (ui, vi) [l (ivr — ui) (vjai = v;)
hence

Area(M ) ~ Z 10, D@ (1, vi) X By ®(ui, vi)ll (g1 — ui) (Vi —vj) = f 10, @(u, v) X 8,®(u, v)|| dudv.
ij D

This informal argument justifies the

Definition 6.2.1
Let # = ®(D) be a parametric surface. We call area of ./Z the quantity

(6.2.1) oy (M) = J [0, D(u,v) X 0,®(u, v)|| dudv = J‘ |0, P % 0,P||.
D D

Example 6.2.2: (x)

2,2, .2
A. Recalling the natural parametrization of the spherical surface,
D6, ¢) :=r (cosHsin @, sinfsin ¢, cos @), (0, ¢) € [0,2x] x [0, 7],
we have
0@ =r(—sin@sin ¢, cos §sin¢,0), I, P = r(cosfcos,sinf cos ¢, —sin ).
Shortening S = sin6, C = cos 0, s = sin ¢, ¢ = cos ¢,
i ik
0gP X 0, ® =det| —rSs rCs 0 = r}(~Cs%,-8s%,-8%s¢ — C2sc) = —r(Cs?, Ss2, s¢),
rCc rSc -rs

thus

|09 @ x d,P|| = P2V C2s + §25% 4+ 522 = r2s2(s2 + ¢2) = r’Vs? = r2|s| = r?| sin ¢|.
Therefore

o = [

0<0<2n, 0<p<n

T
r?| sin ¢| d0d¢ = 2nr2f sin ¢ de = 4nr?.
0

Apparently, formula (6.2.1) depends on the parametrization ®. Were this be the case, this would be disturbing.
Fortunately, it may be proved that, under natural assumptions, o (.#) does not depend on a specific parametrization
(see next section).
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6.3. Surface Integral

We may see at the area of a parametric surface as
oo (M) = J ldo,
M

where

| doa = 10, ®(u, v) X 3, @, v) || dudy, |

is called area element. This leads to a natural extension:

Definition 6.3.1

Let f : /4 — R be continuous on .# = ®(D) parametric surface. We set
(6.3.1) J fdoy = J f(®(u,v))|0,P(u,v) X 0,®(u,v)|| dudv,
V4 D

provided integral exists and it is finite.

Apparently, the surface integral J  J do depends on the specific parametrization ®. In particular, if f = 1, area
of a parametric surface depends on the parametrization. Of course, this is not the case if we can pass from one
parametrization to another one regularly:

Proposition 6.3.2

Let # = (D) = lI‘(ﬁ), with @, ¥ € ! immersions such that ®~! o ¥ be a diffeomorphism (that is, it is
differentiable with its inverse). Then

63.2) jD F®(u, v)I0u® (1, v) X 3y®(ut, )| dudy = LS FOPEIOP(En) x 3, P (€.l dédn

Proor. Call x = (u,v) and y = (£,7) and set I" := ®~! o ¥ be the change of parametrization.

~ e R
Gl a
// N £ N\
y/ N\ AN \
/ 2)
DcR*/ \ \
/ / 1 N\ \
/ / \

[,« ) %\\ m \ | De R*>
/
J< o /

Then, by chain rule,
Y(y) = @@ (¥(y) = ®((y), = ¥() =2 TN (Y,

that is
[0£W 0,¥] = [0,D(T) 6,D(I)]I".

Therefore
0¥ x 0,®|| = Area[ds¥ 0,¥] = Area ([9,P(I") 3,®(I")]I"") = Area ([0, D(I") 0, D(I')]) | detI ()]

= [0, P(I") X 8, ®(I)|[| det I"".
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To finish, by the change of variables

Jﬁ SO0 (¥ x 8, ¥ (y)ll dy = Jﬁ F@T NG P(I () X 8y @ (I ()l det T (y)| dy

x=F:(y)

L) F(® () 10,0() x 8,0() | dr. O

An important particular case is the following:

Proposition 6.3.3

Let ¢ = ¢(x,y) : D ¢ R* — R be a function of class C! and let

M = {(X,y, <p(x,y)) : ()C,y) € D} (graph Oftp)
Then

63.3) LZ Pl JD £y, 0 DAL + Ve I dedy.

In particular, we have the area of a graph formula,

(6.3.4) o (M) = L J1+ [IVoll? dxdy.

ProoF. Since . is the graph of ¢, we have the standard parametrization ® : D — R is given by ®(x, y) =
(x,y,9(x,y)). Then

i j k
0,® = (1,0,0x¢), 0,0 =(0,1,0y¢), = 0Px0y®=det| 1 0 0y |=(-0cp,—0y¢,1),
0 1 dyp
SO
10:® x 3,®I| = \/(@:0)% + (3y9)> + 1 = 1 +[|Vepl>.
From this, formulas (6.3.3) and (6.3.4) follow. O

Example 6.3.4: (xx)

Q. By using area of graph formula, compute the area of spherical surface S2.

A. We can see the spherical surface S? as twice the area of an half sphere. This last is a graph: for instance

in the half plane z > 0, z = \/r2 — (x2 +y2) =: ¢(x,y). Then

2 (S2) = zj J1+ Vo (x, )2 dxdy.
x24y2<r?
Being Vo = ——\/% we have

2

(S2(r)) 2J TP ) G zf e =P dpde
o r) = xdy =
? x24+y2<r? r2 - (x2 + y2) Y 0<p<r, 0<6<2n r - pzp p

r 0 p=r
:47TVJ ﬁdpzétﬂ'r |:_ ’rz_pZ] :472,’,2'

0 r-—p p=0
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As for multidimensional integrals, also surface integrals are used to compute significant quantities. For example,
if o(x,y, z) is a mass density on .# per unit of area, the total mass of ./Z is

p(ll) = L[ 0 do.

The barycentre of a surface ./ is the point

%57 = ﬁ (Lﬂ * dO’z,Lﬂ y dO’z,J‘/% : do-z).

while the center of mass of .Z is the point

1
_— xo do, do>, zodoy|.
u( M) (J/% @ do Lﬂ Yo do J‘/% ¢ 2)

Example 6.3.5: (*)

Q. Compute the barycenter of an half sphere.

A. The half sphere is the graph of 8: D = {(x,y) € R? : x> +y2 <r?} — R, @(x,y) = Vr2 — (x2 +2).
By simmetry it is evident that j X dor = J Y doa = 0. It remains

dxdy = rJ‘ dxdy = nr®.
x2+y?<r?

’
[
Y x24y2r? AfrZ = (2 + y2)

Being o (/) = 27r? we obtain the barycenter as the point # (0,0,7r3) = (0,0, §).

r2

6.3.1. Guldino’s formula. Consider a surface . obtained by rotating of a plane curve respect to one of the
axes. To fix ideas let y = (y(¢), z()) € C'([a, b]) be a curve in the yz plane. We assume y(¢) > 0.

The rotation surface is described by
M= {(y(t)cos8,y(t)sinb, z(t)) : t € [a,b], 6 € [0,27n]} = D([a, b] X [0,27]),
where ®(¢, ) = (y(t) cos 0, y(¢) sin 8, z(t)). Let’s prove the

Theorem 6.3.6: Guldino

Let y(1) = (y(1),z(t)) € C'([a, b]) with ||y’|| # 0 and let
M o={(y(t)cosh,y(t)sin6,z(t)) : t € [a,b], 8 €[0,2n]}.

Then
b

6.3.5) o2 (M) = 2nf YOIy Ol de.

a
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Proor. Notice that
0, ® = (y' cos 0,y sin6,z7"), 0g® = (—ysinb, ycosf,0),
hence the area element is
i ik
10, @ x g®|| =||det| y'cos® y'sing <z ||| =](yz’ cosb,yz sin6,yy’(cos®d +sin’ 9))||
—ysinf ycosf O

. >0
= \/yZZ’z(COS2 6 +sin® 6) +y2y"2 = \/yz(y’z +22) 2yl I

Therefore,

b
Vily'|| didé = 2nf ilyIldi. o

a

o (M) =j

tela,b], 6€[0,27]

Example 6.3.7: (x)

Q. Compute the area of a torus T, of radius 0 <r < R.

A. The torus is obtained by rotating a circumference of radius r at distance R around some axis. Taking the
section in the plane yz with y > 0,

v : (y(1),z(t)) = (R+rcost,rsint), t € [0,2x].

By Guldino’s formula
2
02(Tr,y) =21 (R+rcost)|ly’|l dt.
0

Now, y" = (—rsint,r cost) hence clearly ||y’|| = r. Therefore

2
o2 (Tr,y) = 27TI (R+rcost)rdt = An’rR. O
0

6.4. Flux of a vector field

One of the most important applications of surface integrals is to give a correct definition of flux of a vector field
through a surface. Let #( = ®(D) be a parametric surface and let F : Q ¢ R3 — R3 be a vector field defined on
Q D . Our aim is to define

(6.4.1) I F -ii do», where it (X) = unit normal vector to . at point X.
a

Of course, the main problem is how to define the normal 7(X). Assume that X = ®(u, v). Then, vectors 9, D(u, v)
and 0, ®(u, v) are tangent to .

DD IAD,Dt,v)
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Therefore, by the properties of the vector product,
0,P(u,v) X 0,®(u,v) L 8,P(u,v),d,0(u,v).

It is therefore natural to set

0,P(u,v) X 0,®(u,v)
10, @ (u, v) X 3, ®(u, V)|

(6.4.2) ne(u,v) =

This yields to the following definition.

Definition 6.4.1: flux

Let F : Q ¢ R} — R3 be a continuous vector field on Q > ./ = @ (D) parametric surface. We call flux
of F through .Z

(6.4.3) (FY.q = J F - fig do.
M

Warning 6.4.2

The integral (6.4.3) depends on the specific parametrization. Indeed, if # = ®(D), then setting ¥ (u, v) :=
®(v,u), we have _ B
M =Y (D), where D := {(v,u) : (u,v) € D},

and since,
¥ =0,®, 0,¥Y=0,0, = 9,Y%x0,¥=0,Px%x0,D=-0,Dx0,D,
we have
ny = —no
Thus,

. J

Notice that

0,P x 0,D

FYy=| F(@®) —“—22"19,®x08,®| dudv=| F(®)-(,® x d,®) dudv.
(Fra=| (@) 02 10,0 % 0,0] dudv = | F(@)- (0,0 0,0) dudy

It is easy to check that

(6.4.4) (FYy = L det [ﬁ(@(u, 1)) 8. (u, v) 8, ®(u, v)] dudv.

Example 6.4.3: (%)

Q. Compute the flux ofﬁ = (x, y, z) through the paraboloid 7 = x* + y* included between z = 1 and 7 = 2.
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A.Ona /= ®(D) ot ®(u,v) = (u,v,u®+v*) et (u,v) € D = {1 < u®>+v?> < 2}. Parla (6.4.4)
u 1 0
(F\y = J det v 0 1 | dudv= J (—2u2 -2 — (u?+ v2)) dudy
I<u?+v2<2 uZ + v2 2u 2y 1<u?+v2<2
2n (V2 o N2
= —3[ (u? +v?) dudv = —3[ J p*-pdpl| do=-6n [—] =—=m.
I<u?+v2<2 0 1 4 p=1 2

A special but important case is when . is described as graph of a regular function, that is

Moo= {(x,y,¢(x,y)) : (x,y) € D c R%}.
In this case a natural parametrization is ®(x, y) := (x,y, ¢(x,y)) and
(1,0,0x¢) x (0,1, 0y¢)

" I(1,0,0:9) x (0. 1,8, 9) I’
and being
i j ok
(1,0,0,0) X (0,1,0yp) =det | 1 0 8y | = (=0xp, =0y, 1)
0 1 dy¢
we obtain
P (=0x¢, _6)190’ 1)'
1+IVell?
The (6.4.4) take the form
(64.5) (Fya = JD F o (~0vp,—0yp, 1) dudy, (F = F(x,y,0(x,1))).

6.4.1. Outward flux. An important case of flux is the following. Suppose that the parametric surface ./ is
the boundary of an open domain €, that is
M = 0Q.
At any point X € ./ = dQ we may expect that 7(X) can point only in two directions: either inward or outward of
Q. Formalizing this intuitive idea is not easy, but, yet, this concept is quite natural. We denote by 7, the outward
normal. For illustrative purposes, here we consider a particular important case showing how 7, can be formally
defined:

Proposition 6.4.4

Let Q := {(x,y,2) € R® : g(x,y,2) < 0} with g € C! submersion on dQ = {g = 0} (that is, Vg # 0 on
0Q). Then
Vg(x,,2)

, Y(x,y,2) € 0Q.
IVg(x,y,2)ll

fe(x,y,2) =

Proor. Since g is a submersion on dQ, 7, is well defined for every (x,y,z) € dQ. To show that 7i, is
orthogonal to the surface at any point (x, y, z) € 0Q we argue as follows. Let ¥ = ¥() be any regular curve on Q
passing through point (x, y, z) at some #q (that is, ¥ (o) = (x, y, z)). Since y(t) € 9Q, we have

§F@) =0, = 0= 220 = VeG@) 70,
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according to the total derivative formula 2.2.5. Taking ¢ = o we get
Vg(x,y.2) -y (t0) =0, & Vg(x,y.2) L7 (10).

This happens no matter who is . Since vectors ¥’ () are tangent to Q2 and they are arbitrarily chosen we have
that Vg(x, y, z) is normal to dQ at (x, y, z) (this would require some technicality that we skip here). So 7, is unit
normal vector to J€2.

To show that Vg (hence 7, ) is pointing outward, consider the straight line passing through point (x, y, z) € 9Q
with direction Vg(x, y, z), that is

y(1) = (x,y,2) +1Vg(x,y,2).

We claim that for r > 0 and small, y(z) ¢ Q, thus this line leaves Q at least for a while.

To show this, let

¢(1) == g(y(1)).
Clearly, ¢(0) = g(x, y,z) = 0 because (x,y, z) € Q. Now, by the total derivative formula

¢ (1) =Vg(¥(®) ¥ (1), = ¢'(0)=Vg(x,y,2) Vg(x,y,2) = IVg(x,y, 2)[I* > 0.

Therefore, for some 6 > 0, we have ¢’ > 0 on [0,6], thus ¢ " on [0, 5] and since ¢(0) = O this means
(1) = g (y(¢)) > 0. Thus, in particular, y(z) ¢ Q for ¢ € [0, §] as claimed. O

Example 6.4.5: (*)

In the case of the sphere Q = {(x,v,z) € R® : x> +y? + 22 < r?}, g(x,y,2) = x> + y> + 22 — r2, hence
Vg = (2x,2y,2z) = 0iff (x,y,z) = 03 ¢ Q. Therefore

Ve __ 26y20) . (vy.2)
(IVell \/4x2+4y2+4Z2 \/x2+y2+12

It is easy to check directly that 7i, is outward.

Te(x,y,2) =

The flux computed w.r.t. the outward normal is also called outward flux of F from Q:

(Floq = j

F -7, dos.
oQ

6.5. Divergence theorem

The divergence theorem allows to transform the computation of an outward flux (which is, in general, not an
easy task) into a volume integral (in general much easier).
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Theorem 6.5.1: Gauss

Let Q c R? be an open and bounded set equipped with outward normal. Let F= (f.g,h) : QUIQ — R3
be such that F € C'(Q) N C(4Q). Then

6.5.1) J F i, doy = J divF.
0Q Q

where div F = Ox f +0yg + 0, h is called divergence of F.

Proor. The proof in the general case of Q is hard and technical. We will do on a very simple case that shows
the basic idea. Let’s consider Q be a parallelepiped Q =]ay, b [X]az, ba[X]as, b3[ and let’s call M, Ay and M
the opposite sides.

-

Then

(Fyon = J

F'ﬁe dUQ+J
‘%‘F

F'ﬁe dO’z+J
M

ﬁ'ﬁed0'2+J ﬁ'ﬁedUQ+J
M5 .

F-ﬁe dO’z+J
M M

F - ﬁe dO’z.
-

1 1 3

Let’s take the outward flux by . that can be described as

M ={(b1,y,2) 1 y€lazba], z € [as,b3]}, M{ ={(a1,y,2) : y€ [az, b2, z € [a3,b3]}.
It is clear that i, = (1,0, 0) on .Z; while i, = (~1,0,0) on .Z . Therefore

J F'ﬁedUQ+J F -1, dos
ALY My

= (f.8.h)-(1,0,0) dydz+J (f.g,h) - (-1,0,0) dydz
J(y,z)€laz,br]x[asz,b3] (y,z)€laz,ba]x[a3,b3]

r

= f(b1,y,2) dydz—f f(ai,y,z) dydz
J(y.z)€laz,ba]x[asz,bs] (y,z)€laa,ba]x[a3,b3]

n

= (f(b1,y,2) = f(a1,y,z)) dydz.

J(v.z)€laz,ba]x[a3,bs]

Now, by the fundamental formula of integral calculus

by
f(b1,y,2) = flar,y,z) = Oxf(x,y,72) dx,

ag

hence

J‘bl Oxf(x,y,2) dx) dydz = L O f.

aj

J ﬁ-ﬁed0'2+J‘ ﬁ'ﬁ)edO'QZJ (
AT M (v.z)€laz,br]X[a3,bs3]
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Similarly

f ﬁ-ﬁed0'2+f ﬁ-ﬁed(rzzjﬁyg,J ﬁ-ﬁed0'2+j ﬁﬁedazzjazh.
JZ; My Q /A /%»’ Q

Summing up these formulas we obtain finally

j ﬁ-ﬁedo-:f (axf+8yg+62h):I divF. O
oQ Q Q

Example 6.5.2: (xx)

x2+(y/2)2-3
—

Q. Compute the outward flux by Q = { (x, y, z eR? : +z < 1} of the vector eld F X, 9,2) =
P y

A. According to the divergence theorem,
J F i, doy = J divF dxdydz = J (1+1+27) dredydz = zf dxdydz + zf z dxdydz.
aQ Q Q Q Q

The second integral vanishes being Q invariant by symmetry (x,y, z) — (x,y, —z) while the integrand is
odd. The first integral is instead the volume of Q: by using adapted cylindrical coordinates,

X = pcoséb, X = pcosb,
$=psing, y =2psin6,
7=z, =2z

we have

-3
Qcyl:{(p,H,z)eRJrX[O,Zn]XR : pT+z2< ], = p<4(1—z2)}.

Notice that this last condition forces z € [—1, 1] whence
1 2
J‘ dxdydz = J 2p dpdfdz = 2‘[ dz J de
Q Qeyi -1 0
64 32)

|
=2nJ 16(1—2z2+z4)dz=2n(32——+— .
-1

4(1-2%) 1
I pdp :2nj 16(1 - %)% dz
-1

0

35

Example 6.5.3: ()

Q. Let Q := {(x,y,2) € R® : x?+y? <z < 1++1-(x2+y2)}. Compute the outward flux by Q of
the vector field ﬁ(x, y,2) := (x,y,x% + y2), computing also all the part of the flux relative to the several
portions of Q.

A. Q is the region included between the paraboloid z = x> + y? and the sphere centered at (0,0, 1) with
radius 2.
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By the divergence theorem,
(FYoo = J F i, do = I divF dxdydz = J (1+1+0) drdydz = 225(Q).
oQ Q Q

Let’s compute A3(€2). In cylindrical coordinates

13(Q) = I dedydz; & J o dpdbdz,
Q Qeys

where
Qeyr = {(p,e,z) € [0, +00[x[0,27] XR : p> <z < 1+4/1 —pz}.

Of course one need that 1 — p? > 0, thatis 0 < p < 1 and also p? < 1 ++/1 — p2, always true being p < 1.
Therefore

RF 2n 1 1+y1-p?
5(Q) = dpdodz dz| dp)| do
p dp p o
0<p<l, 0<0<2n, p?<z<l+\1-p? 0 0 \Jp?
1 271 1 4711
1
=27TI pl1+1-p2=p?| dp=2n L ——(1-p%%?| - L
0 2 3 0 4 0

+
1 1 1 7
:27T(—+———)=—7T.

0
2 3 4 6
We now compute the component of the flux outgoing by the paraboloid. This is described by the equation
z = x> + y? and the part interior to Q is z > x> + y2, that is g(x, y, z) := x> + y> — z < 0. Therefore,
L Vg (uy-l)
" IVel T Viraee ey

Hence, calling & the paraboloid, we have

- 2x,2y, -1 242
J‘ F~ﬁed0—2=J‘ (x,y,x2+y2).—( X, 2y, - 1) dO—Q:J _ X y do
P Z V1+4(x2 +y?) 2 A1 +4(x%+y?)

Now, & is the graph of (x,y) —> x? + y* on the domain D = x? + y*> < 1: therefore

2,2 2, .2
S — doy = Lwll +4(x2 +y2) dxdy = J (x> +y?) dxdy
P A1 +4(x2 +y?) D /1 +4(x2 +y?2) D

1 2
CV;RFJ (J 0 dH) dp=".
o \Jo 2

The remaining component of the flux (that one relative to the half sphere) can be now deduce by difference
by the total outward flux.

The remainder of the section is devoted to illustrate some remarkable applications of the divergence theorem.

6.5.1. Gauss theorem on central fields. A beautiful application of the divergence theorem is the Gauss’

theorem on outward flux of a central field. This result is very important for gravitation and electric forces.
general, a central field centered at ¥, is a vector field F : R3\{¥X,} — R3 according to

FR) = ka2

Forp R

In
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This is the case of gravitational and electric force fields. The Gauss theorem states that the outward flux through a
closed surface 8Q is zero if the center X, lies outside the surface, and 4xk if X, lies inside it.

Theorem 6.5.4: Gauss

Let F be a central field centered at X.. Then, for any open set Q C R3,
0, if X, € Q°\0Q,

(Fyoq =
4rk, ifX. € Q.

Proor. For computational simplicity we assume X, = 0.
Case ¥, = 0 € Q°\0Q. Then F € C'(Q) N C(AQ) and the divergence theorem applies:

(Foq = J F-ii, doy = J divF dxdydz.
9Q Q
Now: the key point is that divF = 0. Indeed,

a +0 Y +0 :
(2 +y2422)32 T (2432 +22)32 7 TE(x2 + y2 4 22)3/2

divF =k (ax

3 2+y2+20) =32 (P +y2+2H) -3y (P +y*+ %) -3 -0
- ( (x2 + y2 + 22)5/2 (x2+y2 +22)5/2 (x2+y2 +22)5/2 ) -
Therefore we deduce (F)gq = 0.
Case X, = 0 € Q. In this case, we cannot say that F € C'(Q) because of the singularity of Fat0eQ, sowe
cannot apply the divergence theorem on . However we can take out a suitably small ball B(ﬁ, p] € Q (it exists
because € is open and 0 € Q) and define

Q= Q\B(a,p].

Now, 9Q = QU 63(6, p] and FecC! Q)N C(@ﬁ). By the divergence theorem, we have:
0:J~divﬁ:J~ﬁ~ﬁed0'2:f ﬁ'ﬁed(fz—J‘ ) F i, do.
Q o0Q oQ 9B(0,p]

Notice that in the second integral 7. stand for the outward normal unit vector by B((j, p] (therefore the outward
normal by the ball is inward for €, this motivates the — in front of the integral). Now,

J . ﬁ'ﬁed02=J 3 (x,y,z)g. (x.y.2) O'Q:kj B —Ty
0B (0.p] o800 1y, 217 NGy, 2 oB(0,p1 1(x, ¥, 2l

so we conclude that L’JQ F i, doy = 4nk.

k
doy = —247Tp2 =drk,
o

O
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The electric field generated by a point charge g at point X, is
= > q )_C' - )_C)*
E(X)=——F——
M= 1% — %.11°
where ¢ is the permittivity. According to Gauss’ theorem,

anl, if%, €Q,
(Edoq =
0, ifi €Q\0Q.

Suppose now that there are two charges g and g, at points X, ; and ¥. . The electric force at X is obtained by
summing the two forces generated by the two charges. Since a flux depends linearly on the vector field to which is
applied,

- - - 47T - -
(Edoo = (E1)oq + (E2)sq = - (g11a(X 1) + g210(%.2))

where 1¢(X) is the unit function, equals to 1 if X € €, and 0 elsewhere. In general, for N charges at points X, ;,
we have

4 &
E)so = — o (X. ).
(E)oa =~ JZ_;% a(..))

Suppose now that the charge is continuously distributed in the space. This can be described through a charge
density o = o(x, y, z), that yields the charge per unit of volume. In other words, if we consider a small parallelepiped
centered at (x, y, z) with sides dx, dy, dz, the total charge of the parallelepiped is, approximately, o(x, y, z) dxdydz.
Then, we may imagine that extending the previous argument we obtain

= 4r
(EYoa = ?J o(x,y,z) dxdydz.
Q

On the other hand, by divergence thm,

(E)o =J

E i, do = J divE,
o0Q

Q
o)
J divE = AE,Q.
Q Q €
Now this argument holds for every Q, so we might expect that, because of the arbitrary nature of €, the previous
equation holds iff

4
0.

divE = —
E

This is the first of Maxwell’s equations, the fundamental equations of the electro-magnetic field.

6.5.2. Gradient theorem. Anothe important consequence of the divergence theorem is the following

Corollary 6.5.5

Let Q c R? be an open and bounded set equipped with outward normal and let f : QU dQ —> R be a
function f € C'(Q) N C(4K). Then

(6.5.2) J Vi=| fii. do.
Q o0Q
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Proor. The identity (6.5.2) involves two vectors:

Jo ¥ = Jo@f.00.0:0) = ([o 0 F- [ 001 [ 02 1)

o Fie dos = ([0 FGie)e dors, [0, £y ders, [, f o) dors).

So, we have to check it component by component. We do this for the first component, the others are similar: we

have to check that
[Lour=] rai
Q oQ

where (7. ), is the first component of 7i.. To this aim introduce the auxiliary vector field F:= (f,0,0). Then, by
the divergence theorem,

divF = 0, f + 8,0+ 3,0 = 3, f,

Jaxfzjdivﬁzj ﬁ-ﬁezj (f,0,0)~ﬁe=J f(fi)x. O
Q Q oQ oQ oQ

A nice application of this Corollary is the well known

from which,

Corollary 6.5.6: Archimedean principle

A body immersed in an incompressible homogeneous fluid experiences a buoyant force equal to the weight
of the displaced fluid.

Proor. Assume that the fluid has a constant density per unit of volume ¢ and let p = p(x,y, z) the pressure
(weight force per unit of surface) exercised by the fluid at point (x, y, z). For simplicity we may assume that the z
axis corresponds to the vertical axis and z = O correspond to the surface of the fluid (assumed to be flat). Therefore,
if po (constant) is the atmospheric pressure on the surface of the fluid,

p(x,y,2) = —08z + po.

Now, assume that the body is represented by an open and bounded set Q C {z < 0}. The resultant of the pressure
forces on the body is therefore

—J pi do.
o0Q

The — gives account of the fact that are counted positively pressures inward directed to Q. Now, by the gradient
thm

—J‘ pite dom = —J Vp dxdydz = —J (0,0, —pg) dxdydz = Qgﬁ3(9)§,
0 Q Q

that is the resultant of the pressure forces is upward oriented with intensity 0ogA3(€2) which is nothing but the weight
of the body. O

6.6. Stokes’ formula

Green’s formula transforms a plane circulation along ¥ c R? into a plane integral on a domain D such that
its boundary coincides with the circuit y. Stokes’ formula is the extension of Green’s formula to the case of a
circulation along ¥ c R>. In this case we might expect that, under good assumptions, 7 is the edge of a surface,
like the edge of a chips. This seems intuitively clear, but not easy to be formalized. For example, we cannot say
that y = d.4. This because, if / is a surface, reasonably 0.4 = J is a surface (2 dimensional object) and not a
curve (1 dimensional object).
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Definition 6.6.1: edge

Let /4 = ®(D) c R3 be a parametric surface. We call edge of .Z the set
oM = D(ID).

We say that 0./ is counterclockwise oriented if 9D is counterclockwise oriented.

Warning 6.6.2

When / is a parametric surface, .4 is not the boundary of .Z but its edge.

DC[R2 “ﬁ_\

‘We have the

Theorem 6.6.3: Stokes’

Let . be a parametric surface with edge counter-clock wise oriented and let F:DcR}—R3¥beaC!
vector field on D O /. Then

(6.6.1) 3@ ﬁ:J (VX F) - i do,
oM M

where

B ik
VxFi=det| 8, 8, 0, |=(0yh—0,80.f—0xh,dxg—0yf).
f g h

In other words: the circulation of F is the flux of V x F (called curl of F ) through /.

Proor. Let’s limit to a special (but important) case: . be the graph of a regular function,
Mo={(x,y,0(x,y)) : (x,y) € D CR*}, withdD =y.

Assume that y = y(t) = (x(¢), y(¢)) be counter-clock wise oriented. Then
. b
§ F=| (rem et
oM a

Noticed that
(¥, 0(x,y) = (X', ', 0xpx” + 0y 0y"),

we have

b b
jga/% F = J (fx"+gy" + h(Oxpx’ + dypy")) = I (f +hocp, g +hdyp) - (x',y") = T‘)E{)D (f +hocp, g+ hodyp).
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By Green formula then
b F=| (oclerhing -0, (4.
ol D
Now, recall that every of f, g, h is evaluated at (x, y, ¢(x, y)). Therefore
Oy (g + hdyp) = Oxg + 0:80xp + (Oxh + 0, hdx ) Oy + hdxyp,

Oy (f +hoxp) =0y f +0,f0y@+ (Oyh + 0,h0y)0xp + hoyxy e,
and by taking their difference we obtain the quantity
(0xg - ayf) +0xp(0,8 - ayh) + 8y§0(8xh - 0.f)=Vx(f,gh)- (=0xe, _ay‘:oa 1),

hence

35 J(vw g.1) - 0y, ~dyp. 1) dudy © j (VX (frg. 1) -7 doy. O

Example 6.6.4: (+x)

. Compute the circulation o, _)x,y,z =Xz, xy",27)alongy = x+y+z=1, x+y =9}.
Q.C he circulation of F(x,y,z) = (x*z,xy2,2%) al 1, 2+y?=9

A. Clearly v is an ellipse that we may think as edge of
M=d(D), ®:DcR>—R} dx,y)=(xy1-x+y), D:={(xy):x>+y*<9}.
It is easy to take the normal unit vector to . in such a way that y = 0.4 be counter-clock wise oriented:
LD Moreover, being A graph of f(x,y) :==1—-(x+Yy) (x,y) € D, we have

i =D
doy = A1+ ||Vf(x, )12 dxdy = V1 + |[(=1, =1)||? dxdy = V3 dxdy.

V3
Therefore being V x F = (0,x2, y2), by the curl theorem

> N 1,1,1
3€F :J‘ VXF'ﬁdUZJ (0,x%,y%) - LLD V3 dxdy = J (x% +y?) dxdy
y u x24y2<9 I Lol 24y2<9

2n p=3 34
J d@J pdp = 277[ ] =r—.
p=0 2

6.7. Exercices

Exercise 6.7.1 (xx). For each of the following surfaces, determine a parametrization and check if these are
parametric surfaces:
D) M={(x,y,2) eR> : x+y+z=1, x> +y> < 1}.
i) M={(x,y,2) eR} : xX2+y?2 -2 =1}
iti) M= {(x,y,2) €eR> : 22 =xy+1}
Exercise 6.7.2 (xx). Compute the area of each of the following surfaces:
o M = {(x;y;z) eR? 1 x>0,2>0 x+z=2, x2+y2—2x<0}.
o M = {(x, ¥,2) 1220, X2+y?+22=r% (x - 5)2 +y?2 < %} (Viviani’s vault).
e ./ rotation surface around the x—axis of the graph of the function f(x) = ax?, x € [0,a], a,a > 0.

e ./ rotation surface around the z—axis of the graph of the function f(y) =2 —coshy, y € [0,a], a such
that f > 0
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Exercise 6.7.3 (=x). Let ./ be the rotation surface around the z—axis of the curve y = ze7%, z € [0, k] (h > 0).
Compute the outward flux of F(x, y,z) := (x + y2, y +x2, z) through /.

Exercise 6.7.4 (++). Let Q := {(x,y,2) € R? : 1 <z<2, Vx2+y? < z}. Draw Q and compute the outward flux
of F(x,y,2) := (x3,0,22) by Q.

Exercise 6.7.5 (+x). Let Q = {(x,y,2) €R® : (x=2)?+(y+2)* <% 0<z<b} (b > 0). Compute the
outward flux of F(x,y,z) = (xy,x — y, yz) by Q.

Exercise 6.7.6 (+%). Let Q := {(x,y,z) € R? : x> + y? < z < 1}. Draw Q, compute its volume and the area of dQ.

Hence, compute the outward flux of F (x,y,2) := (x,y,2) by Q, computing the components of the flux by each part
of 9Q.

Exercise 6.7.7 (++). Let Q := {(x,y,2) e R® : 22 +y?+7°< 1, a <z
volume and its barycenter. Compute the outward flux of F(x, y, z) := (
on the several parts of 9Q.

< 1} with 0 < a < 1. Draw Q, compute its
x2, —y2, z) by Q and each of its components

Exercise 6.7.8 (+#). Let Q := {(x,y,2) € R : 22+ < ¢¥,0 < y < a} with a > 0. Draw Q and compute outward
flux and relative components of F(x, y, z) := (=z, (x> + z%)y, x) by Q.
Exercise 6.7.9 (xx). Let ./ the rotation surface around the z—axis of the curve z = 4 — cosh(y — 1), y € [1,2].
Calculate its area. Let now

(y.2) (x,y,2)
Gy DI (2 +y2+22)3%
Compute the flux of F' through . (hint: introduce an auxiliary disk {(x,y,z) € R> : x> +y>=r
apply suitably the divergence theorem. .. ).

F(x,y,2) = (x,y,2) € R3\{03}.

2, Zza} and

Exercise 6.7.10 (). Let ./ the rotation surface around the z—axis of the curve y = z% z € [0, 4] (h > 0). Compute
the area of ./ and the flux of F(x,y, z) := (xz, yz, —7) through ..

Exercise 6.7.11 (xx). Let Q := {(x, y,2) €R? : 2+6<x?+y? < 52}. Is Q is a rotation solid? Draw Q,
compute its volume and the outward flux of F (x,y,2) := (x%,y,72%) by Q.

Exercise 6.7.12 (x#). Let D := {(x,y) € R? : x > 0, VI +x2 < y < 2} and let Q the solid obtained by rotating D
around the y—axis. Compute the area of AQ and the outward flux by Q of F(x, y, z) := (x%,y,2%).

Exercise 6.7.13 (+x). Let Q = {(x,y,z) € [0,+0[> : 1 < x?+y? < 4 —z%}. Compute the outward flux by Q of
F(x,y,z) := (x,y,z%). Determine in particular the component of this flux on dQ N {x* + y + 7> = 4}.

Exercise 6.7.14 (+x). Compute the outward flux by Q = {(x,y,z) € R} : max{|x],|y|,|z|]} < 1} of the vector

field F(x,y,z) = | ((;’yy,’zz))P .

Exercise 6.7.15 (xx). Applying the Stokes’ theorem, compute the ggy F in the following cases:

x2+y? =1, x+y+z=1,

1)y = F=(y-zz-xx-)). 2)y= F = (x’z.xy%.2%)
x+z=1, x2+y*=9,
P +2=1, ¥ +yr=1,

3)y= F=@*+2%0%+29). 4)y = F=(y,zx)
y=X2, =Xy,

x2+y2+z2=1,
5)y= F:(y2+z2,zz+x

S )

232 +y7).






CHAPTER 7

Holomorphic functions

7.1. Introduction

We studied the differentiability for functions F:DcR!I—R" In particular, we realized that the definition
of a derivative is not straightforward:

. FGE+h) -F®
lim ———
h—0 h
does not make sense because we cannot divide by vectors. In this Chapter we discuss again differentiability on
functions f = f(z) : D ¢ C —> C. Apparently, C is "like” R?>. However, the limit

lim f(z+h})l—f(Z)

h—0

now makes sense because the division is well defined in C. C—differentability is incredibly different from R or R?
differentiability. This because of a number of non trivial exceptional properties. For instance:

o a C—differentiable function is automatically C*, that is it has derivatives of any order (this is completely
false with R—differentiability; for example, f(x) = x|x| is differentiable at x = 0, but f”(x) = 2xsgnx =
2|x]| is not);

e a bounded C—differentiable function is necessarily constant (also this is false in R: take f(x) = sinx);

Most of the important elementary functions (like exp, sin, cos, sinh, cosh) can be naturally extended to C and they
are C—differentiable functions.

This chapter aims to introduce to these ideas. Since theory is particularly complicate, we will do a number of
compromises. As usual, proofs will be limited to the simplest and helpful for the understanding. Definitions will
be given with some little restriction that helps in presenting the theory quickly.

Chapter requirements: RZ—differential, one variable calculus (differential and integral); vector fields; Gauss-
Green formula.

Learning objectives:

e (basic ) basic complex variable functions (exp, sin, cos, etc), power series, C—differentiability.
o (intermediate #*) Cauchy-Riemann equations, classifying zeros and isolated singularities.
e (advanced ==x) use of C—arc integrals to compute generalized integrals (e.g.: Fourier integrals).

7.2. Elementary functions

In this chapter we deal with functions of complex variable. Simple examples of this type of functions are
powers z", combination of powers, that is polynomials co + c¢1z + - - - + ¢, 2", fractions of polynomials, that is
rational functions. Other simple examples are Re z,Im z, |z|,Z. A important class that encompasses polynomials
is the class of power series or, improperly said, infinite degree polynomials.
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Definition 7.2.1

A power series is a series of the form

(o]

Z cn(z—z0)".

n=0
Here, z is called centre, (c,,) C C are the coefficients.

Convergence of C—series works in the same manner of R series, just the C—modulus takes the place of the
R-modulus. In particular, the following absolute convergence test holds:

o0 (o)
ifZ|a,,|<+oo, = Zanec.
n=0 n=0

Applying the ratio test we can prove the following

Proposition 7.2.2

Assume that (c,) ¢ C\{0} and consider the series ), ; c,(z — w)". Suppose that

3R := lim el

=9 Icn+1

€ [0, +o0].

Then,

e if R = +oo, the series converges (absolutely) for every z € C;
e if 0 < R < +oo, then the series converges absolutely for z such that |z — zg| < R;
e if R = 0, then the series converges only at z = zg.

Number R is called radius of convergence of the series.

Proor. We discuss absolute convergence of the power series, that is convergence for

(o) (o)
Dlenz=20)"1= ) lenllz = 2o]".
n=0 n=0

This is a constant sign terms series: we apply the ratio test computing

- ennllz =z L e |z = 2ol
qg = lim ——M = |z — z0| = ——.
n—+eo|ep|lz = zo|" n—+oo [cy| R
Now, recalling that
o ifg= ﬁfz“l < 1 the series converges (absolutely, hence simply);
o ifg = ﬁfz“l > 1 the series cannot converge;

the conclusion easily follows. O
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Example 7.2.3: (x) Geometric series

Q. Show that the geometric series ., 2" has radius of convergence R = 1 and

= 1
Zz”zj,‘v’zec Dz < 1.

A. Here ¢, = 1 for every n, therefore

= lim lenl _ .
n|cpsl
Formula of the sum of the series follows by the same argument when z € R.

7.2.1. Exponential. The first remarkable example of function defined through a power series is the exponen-
tial. The starting point is the identity
= Z —, x €R.

We use the r.h.s. series to define the exponential for a complex number:

Proposition 7.2.4

Let -
Zl’l
exp(z) := Z ek
n=0

exp is well defined for every z € C and it fulfills the group identity

(7.2.1) exp(z + w) = exp(z) exp(w), VYz,w € C.
Moreover,
(7.2.2) expz =expz.

Proor. We have ¢,, = thus

n"

. c o (n+ 1) .
R =1lim el =11m( ) =limn = +oo.
|Cn+1| n n! n

In particular, the series converges for every z € C. Let us prove the group identity. We have

exp(z+w) = Z(z+w)" Zzn'( )Zn—kwkziog—(;n__?;;!.

On the other side

(o) n

J
exp(z) exp(w) = Z Zml Z Z Z'vrvn' Z :0( k)'k'

Jj= () m=0 n=0 j+m=n n=0 k

By this, the group identity follows. Next,
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Since for x € R we have exp(x) = e*, we use the notation
e* :=exp(z), z € C.

Exponential leads naturally to the definition of hyperbolic functions,

Z _ p— 2 Z + —Z
sinhz := %, coshz := %
Easily, hyperbolic functions are power series,
] 1 s " sl (_Z)n 1 7 — " M+ sl Z2k+1
wme=3 (555 S 5 2 S S
! ! !
2 “n! 4ol 2 s on! S i 2k + 1)!

and, similarly,

© 2k
coshz = E .
“— (2k)!

7.2.2. Trigonometric functions. From identity (7.2.2) it follows that
le”| =1, ¥y e R.
Indeed, recalling that |z|? = zZ, we have
) L — T . _: 0
le]" = eVely = Ve = Ve =€ = 1.
In particular, e'” is a unitary number that we represent as
e =:cosy+isiny.

This explains why the notation pe’® = p(cos 6 + i sin ) is commonly referred as the trigonometric representation
of complex numbers. Easily, we have the Euler formulas

e ey ey — e

(7.2.3) cosy = 5 , siny = >

In particular, we see that
cosy = cosh(iy), siny = —isinh(iy).

Euler formulas lead to a natural extension of sin and cos to any complex number:

Definition 7.2.5

Notice that, in particular,
cos z = cosh(iz), sinz = —isinh(iz).

By this easily follows the following

Proposition 7.2.6

sin and cos are power series:

2n+1

) n ZZn . B 0 n Z
(7.2.4) COSZ—;)(—U @ sz—;)(‘l) Qn+ 1)
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Proor. For example,

)

oS S P 2
cos z = cosh(iz) = g —— = § i = E (=1 a
=0 k=0 k=0

(2k)! (24)! 2l

7.2.3. Logarithm. C-logatirhm can be defined but, differently from the previous examples, it is a slightly
more complicated function. Since log arises as the inverse of exp, we start with the equation

et =w,
where w is given and z is unknown. If z = x + iy,
e? =e¥e”Y = e¥ (cosy+isiny),
thus, if w = peie, we have
) ) =p, x =logp,
ef=w, &= eV =pef, = —

y=0+k2n, k € Z. y=0+k2n, k € Z.

Thus,

e for p = 0 (that is w = 0), there is no z such that e* = 0 (hence, in particular, e* # 0, for every z € C).
o for p > 0 (thatis w # 0), the equation e* = w has infinitely many solutions,

zx =logp +i(0 + k2n), k € Z.

These numbers are called logarithms of z.

As we see, for complex number, log w makes sense for every w # 0. In particular, also when w € R, w < 0. Since
in this case, since w = |w|e'”™, we have

logw :=log|w| +i(m+ k2n) =log |w| +in(2k + 1), k € Z.

Q. Compute log(—1).

A. We have, log(—1) =log| - 1| +in(2k+ 1) =logl +in(2k + 1) =in(2k + 1), k € Z.

Example 7.2.8: (*)

Q. Solve the following equations:
i) et =1;
ii) e* =1i;
iii) sinhz =0.
iv) coshz =1i.

A. 1),ii) Solutions are
zx = log|l| +i(arg 1 + k2n) = 0+ ik2n = ik2n, k € Z,
for the first case, while

2 = log |i| +i(argi + k27) = log 1 +i(% +k27r) :i(% +k27r), k ez
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iii) We write
ef—e* 2 2
sinhz =0, T:O,@ et -1=0, & e*=1.

Solutions are
2z; =log|1| +ik2n, k € Z, &< zy =ikn, k € Z.
iv) We have
coshz=1, & e*+e?=2, & X +1=2¢ (ez—1)2=0, = et=1.

Thus
7k = log |1| +ik2n = ik2n, k € Z.

Example 7.2.9: ()

Q. Solve the equation,

A. Recalling that sin z = eizfsziz we have

sinz=i, & €% —eT=22=22 = ¥ -1=-2% = (%) +27+1=2,

that is . _ .
(€7+1)2 =2, e T+1=2V2, & eT=-1xV2.

Now,
e =—14V2, & iz=log(V2-1)+ik2n, & z=2kn—ilog(N2-1), k € Z.
Similarly

ei=-1-V2, &= iz=log(1+V2)+i(-n+k2n), &= z=-n+k2r—ilog(1+V2), k € Z.

As for roots, the multiplicity of solutions of e* = w does not allow to define a funcion

Definition 7.2.10

The principal logarithm is the function
logez :=log|z| +iargz.
Here, arg z € [0, 27].

7.3. C—differentiability

In this section we introduce and discuss the concept of C—differentiable function. Differently from the case of
functions of several variables, the definition of C—derivative works similarly to the definition of R—derivative.

Definition 7.3.1

Let f : D c C — C, D open. We say that f is C—differentiable at point z € D if

3 f/(z) == m)—f(“h})l_f@ eC.

A function differentiable at every point z € D is called holomorphic on D. We write f € H(D).
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Example 7.3.2: (*)

Q. Check that power 7", n € N is holomorphic on C and the usual relation holds:

(2" =n"", Vn > 1.

A. Tt is the same calculation as for real powers. Indeed, according to Newton binomial formula
n
n . .
2+ W) ="+ " h+ ( . )z"_th.
(a4 1) ,ZQ ;

Therefore

1 h—0

n
z+m)" =" _ n P _
Grh -2 7" IR S
2

h

~.

Example 7.3.3: (x%)

Q. Check that Re z, Im z, |z| and 7 are not differentiable at any point 7 € C.
A. Let us discuss the case of Re z, the others are similar and left as useful exercise. Notice that
Re (z+h)—Rez Reh
h h
Now, let z = a +ib and h = x +i0, x € R. Clearly,

h—0, < x—0.

But then,
Reh  x _1h—>01
h x+i0
Take now h = 0 +iy. In this case,
Re h
L —=0—0.
h iy
Thus, limit
R h) — R
lim M does not exist.
h—0 h

C—derivative fulfills the same rules of calculus as for the R—derivative, as:

e if 3f'(z), g’ (z) then it exists also (f £ g)’(z) = f'(z) + g’ (2).
e if Af’(z), g’ (z) then it exists also (f - g)’(z) = f’gz)g(z) + f(2)g'(2).

e 3f'(2),g’(z) and g(z) # 0, then it exists also (f) (z) = %

e if 3f'(z) and g’(f(z)) then there exists also (g o )’ (z) = g’ (f(2))f'(2).
From these rules some simple functions turns out to be differentiable:

e every polynomial p(z) = co+c1z+ -+ ¢,z" is holomorphic on C.
e every rational function f(z) := Z 8 , where p, g are polynomials, is holomorphic where defined, that is
onD :={ze€C : ¢q(z) #0}.

Power series are important cases of holomorphic functions.
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Theorem 7.3.4

Let f(z) := X cn(z —w)" be a power series with radius of convergence R > 0. Then
(7.3.1) 3f’(z)=2ncn(z—w)”_], VzeC : |z—w| <R.
n=1
More in general,
= !

732 3R =Y — c(z-w)" K, VzeC : |z—w| <R.
(7.3.2) (@) ;(n_k)!c (z-w) 7 lz—wl
In particular,

(n)
(7.3.3) Gp = f—(w)

n!

Basically, the theorem says that the series can be differentiated term by term, that is,
[oe] 4 (e8]
f(@) = (Z cnlz - w)") = > nen(z-w)" .
n=0 n=1
If the sum were finite, this would be a consequence of linearity. When the sum is infinite the exchange between
sum and derivative is much more delicate. The proof is technical and of no interest here.
In particular, we have:

o n-1 0 n-1 o n
o (%) =2l 5 = Xoli tioy1 = Zneo 7 = €5
e (sinhz)’ = coshz, (coshz)’ =sinhz.
e (sinz) = 2;!"’:0(—1)"% = cos z. Similarly (cosz)’ = —sinz.

Example 7.3.5: (*)

Q. By differentiating the geometric series, prove that

A. Recall that

Differentiating side by side,
1 1 4 (9]
(1-2?7 " (1 —z) ) (Z

7.4. Cauchy-Riemann conditions

Let f: D cC— Candsetu :=Re f,v:=Im f in such a way f = u +iv. Real and imaginary part u, v of
f are real valued function of complex variable z = x + iy. Since z is determined by (x, y), we will consider u, v
directly as functions of (x, y), that is
u=u(x,y), v=v(xy),
or two real variables. In this way
fx+iy)=u(x,y) +iv(x,y).
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Example 7.4.1: (*)

For example:

o if f(z) =z, thenu+iv=f=x+iy,sou(x,y) =xand v(x,y) =y.
o if f(z) = 7%, then

u+iv=z>=(x+iy)? =x> = y* +i2xy, = u(x,y) =x*>—y%, v(x,y) = 2xy.
e if f(z) = e, then
u+iv=e® =" = e¥eV = ¢*(cosx +isiny) = e¥ cosy +ie*siny,

from which u(x,y) = e* cosy, and v(x, y) = ¢* siny.

A natural question arises: under which conditions on u and v is f C—differentiable? We already seen that
even extremely simple and nice functions are not C—differentiable. For example, f(z) = Re z. Here, since
f(x+iy) = x = u+iv, we see that u(x,y) = x while v(x,y) = 0. In particular, # and v are polynomials.
Nonetheless, u + iv is not C—differentiable. This leads to suspect that something deep happens. This is the content
of the following

Theorem 7.4.2: Cauchy-Riemann equations

Let f = u +iv. Then, the following properties are equivalent:
i) f is C—differentiable at point z = x + iy.
ii) u, v, are R?—differentiable at point (x, y) and they fulfill the following conditions (called Cauchy-
Riemann equations):
Oxu(x,y) = dyv(x,y)
(7.4.1)
Oyu(x,y) = =0xv(x,y).
In this case
F(+iy) = (8 — idy)u(x.y) = i(3y ~ i6y)v(x.y).

Proor. Let z =x +iyand h = ¢ +in. f is differentiable if and only if
fz+h) = f(z) = f'(2)h+o(h).
Let f'(z) = a +if, a, B € R. Then, writing f = u + iv, previous identity is equivalent to
(ux+&y+n) —ulx,y) +i(vx+&y+n) —vx,y) = (@+iB) (& +in) +o(£ +in),
that is, separating real and imaginary parts,

M(x +é:’y +77) - I/I(X, y) = (Qf —ﬁfl) +0(.€’ 77) = (CL’, _ﬁ) : (é‘:’ T]) +0(§7 77)’
vix+&,y+n) =Vix,y) = (BE+an) +o(&,n) = (B,a) - (€,n) +0(&,1).

That is, again: f is C—differentiable iff # and v are differentiable and

Oxlt = Oyv,
Vu = (a,-B8), Vv=(B,a),
Oyu = —0yv.
In this case
f(x+iy) =a+if =0xu—idyu =0dyv+idv. 0O



Example 7.4.3: ()

Q. Show that f(z) = 7 is never C—differentiable.
A. Here, f(z) = Z = u +iv, then u(x,y) = x, v(x,y) = —y. Clearly u,v are C!'(R?), so they are
R2—differentiable. However, since
Ou=1, dyv=-1,
the first of the CR conditions is always false.

Example 7.4.4: (sx)

Q. Show that the principal logarithm is holomorphic on D = C\R, (where R, = {x +i0 : x > 0}) and

1
logz(2) = -, Vz € C\R,..
A. Recall that the principal logarithm is defined as
loge(z) :=log |z| +iarg(z) =: u +iv,

where,

X
arccos (—) y =0,

VxZ+y?
u(x,y) =log+/x2 +y%, v(x,y) =arg(x +iy) =

27 — arccos =t , y<0.
VX2 +y2
Notice that N y
A __ Yy 2
Oxu = x2 +y2’ Oyu = x2+y?’ = Oxit, yu € C(RT\R4),
so u is R?>—differentiable because of the differentiability test. Similarly,
VX2 +y2 —x =&
1 T e Yy
2 2442 B 22402y x24y2 077
-y O V22 +yy) Xy
O,V =
212 — x
1 Py T e »? y -0
= = — . y .
S By V22 +y2) Ay
x2+y?

From this 0,v € C, and, similarly, d,v € C. Therefore, according to the differentiability test, also v is
differentiable. Furthermore, we immediately have

Oxv = —0yu
and, similarly, d,v = d,u. Thus, the CR equations are fulfilled, so log. is C—differentiable on C\R, and
X y x—1y z z 1

"(2) = (05 —i0y) u = —i = = 2z
f'(2) = (9x — i) x2+y2 T x24y2 X242 z2 22z




173

Warning 7.4.5

A common mistake is to think that f is C—differentiable iff CR equations hold, forgetting of u, v differen-
tiability. Exercise 7.11.6 shows that this can happen!

Check List 7.4.6: How can I check C—differentiability?

To check C—differentiability of f = f(z) at some point z = x + iy you can either

e apply the definition, computing limy_, w
o or apply the CR equations. In this case, if f =u +iv (u = Re f, v =Im f), you have
(1) check R2—differentiability of both u and v at point (x, y) (here you can use whatever you
know about Rz—differentiability, differentiability test included);
(2) check that the CR equations are fulfilled at point (x, y).

7.5. Cauchy Theorem

A function f : D ¢ C — C reminds a vector field. As for fields, we introduce now the operation of line
integral:

Definition 7.5.1: (line integral)

Let f : D ¢ C — C be a continuous function, y : [a,b] —> C be a regular (namely C') path, y ¢ D.
We call line integral of f along y the integral

Lf = Lb Foy @)y (1) dr.

If vy is a circuit, namely if y(a) = y(b), the path integral of f along vy is called circulation of f along y
and it is denoted by gﬁy f.

Circulations of functions around circuits delimiting plane regions where the function is holomorphic are null. This
is the content of the fundamental Cauchy’s theorem:

Theorem 7.5.2: Cauchy

Let f € H(D), and y C D a counter-clock wise oriented circuit such that y = dQ with Q c D open.

y=00

Then

if:o.

Proor. If f =u+ivandy = @ +if, then

jgy f= Lb(u +iv)(a’ +ip’) dt = Jab(ua’ —vB')+i Lb (ve' +up’) = i{(u, -v) +i£(v, u).
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Now, according to Green’s formula,
J (u,—v) = J (0x(=v) = dyu) =0,
y Q

being, by the CR equations, dyu = —0,v. Similarly, 367("’ u) = 0, and the conclusion follows. m|

Remark 7.5.3

What if the circulation wind off a singularity of f? In general, but not always, the circulation might be # 0.
For example, let us compute
1
§ dw.
8B(zo,r] W — 20

y(t) = zo +rez +r(cost +isint), t € [0,2n].

We parametrize dB(z, r] with

This 7y is counter-clock wise oriented. We have

1 2r 1 . 2
3[)‘ dwzj —jire’t dt=iJ‘ 1dt=i2n # 0.
B(zor[ W — 2T o re 0

Previous example can be extended to the following important formula:

Lemma 7.5.4: logarithmic indicator

Let zg € C be fixed. Then

| 2r, |z—zo| <r.
(7.5.1) fﬁ dw =
OB(z,r[ W~ 2 0, lz—zol>r.
Proor. Let f(w) = w;fz If |z — z9| > r, then f € H(B(zp, r]) so the integral vanishes by Cauchy’s theorem.

Suppose now that |z — zg| < r, and consider a ball centered at z, B(z, p] with radius p small enough to have
B(z,p] € B(zp,r[ and let
Q := B(w,r[\B(z, p].

We have f € H(C\{z}) so, in particular f € H(Q). Notice that Q has a counter-clock wise oriented boundary
made of circles dB(zg, r] and —dB(z, p]. The — here comes from the counter-clock wise orientation respect to Q.
By Cauchy’s theorem we have,
1
3%99 w-=2z

dw = 0.
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Therefore

1 1 1
Ozﬂg dw—ﬂg dw=§ dw — 2,
OB(zpr| WX 0B(z.pl W~ X OB (zo,r[ W — <

from which (7.5.1) follows. |

Warning 7.5.5

Even if f has a singularity in the interior of v, it is not necessarily true that (ﬁy f#0.

In fact, we have the following

Proposition 7.5.6

Let f € H(D) and y C D be any circuit. If f = g’ for some g € H(D) then

jﬂyf:().

Proor. Just notice that

b b
052§ r=go=] goowmda=| Lee0)d=gro) - @ -0
Y Y a a

being y a circuit. O

Example 7.5.7: ()

Q. Show that
1
3@ e dw=0,Yn>2,Vz : [z—z0] <1
8B(zo.r] (W—2)"
A. Notice that f(w) := —W € H(C\{z}). Forn > 2,
~ n (W _ Z)—n+l 4
Fw) = (w=2) —( =,

so, according to the previous proposition 956 B(z0r] f=0.

We need a slight extension of Cauchy’s theorem.

Theorem 7.5.8: generalized Cauchy

Let f € H(D\{z.}) NC(D), and y C D a counter-clock wise oriented circuit such that y = dQ withQ c D
open.
f{; f=0.
Y

Then
Proor. The unique (apparently irrelevant) point is that it is assumed that f might not be C—differentiable at
some point z. but it must be at least therein continuous.
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Lety = 0Q with Q c D. If z, ¢ Q then Cauchy’s theorem applies and we conclude. If z, € Q, let ¢ > 0 small
enough such that B(z., e[C Q. Applying Cauchy’s theorem on Q\B(z., £] we have

O frnen” =P e
A(Q\B(z.,2]) o OB(z..¢]

Since f is continuous at z., | f(z)| < |f(z+)| + 1 when z € B(z., €] provided ¢ is small enough. Therefore

3€ag ! 3gas(z*,a] /

Letting € — 0, we conclude that |§ﬁ69 f | < 0, from which the conclusion follows. O

2
< I |f (zo + g€ ||ice' | dt < (|f(z.) + 1)27e.
0

7.6. Cauchy’s formula and analiticity of holomorphic functions

Cauchy’s formula is an integral representation formula for a generic holomorphic function in the neighborhood
of a point zg where f is C—differentiable. It is the key ingredient to show that f is, necessarily, the sum of a power
series:

Theorem 7.6.1: Cauchy’s formula

Let f € H(D) and B(zp,r[C D. Then

1 w
(7.6.1) f(Z) = —i; M dw, Vz € B(z(),r[.
2 OB(zo,r] W — 2
Proor. Let
Lefe) gy,
g(z) =
f'(z0)s 7 =20

Clearly g is well defined, C—differentiable for z € D\{zo} and it is also continuous at z = zg, being

lim g(z) = lim M = f'(z0) = g(z0).
z—720 220 Z—20

Then, Cauchy’s theorem applies and

ﬂg g=0.
OB(z0,r]
On the other hand,

- 1

3§ gzﬂg dezag ) e~ £(2) .
9B (z0,r] 9B (z0,7] w=2 dB(z0,r] W~ 2 dB(zp.,r] W~ 2
=i2n

because of logaritmic indicator formula. O

One of the most important consequences of the Cauchy formula is the analiticity of an holomorphic function.
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Corollary 7.6.2

Let f € H(D), D c Copen. If B(zg,r[C D, then
£(2) = ) ealz - 20)",Vz € Blzo, 7],
n=0
where
1
(7.6.2) ¢ f({) ———— d{.
" 027 Jamew.r) (L — W)
We say that f is analytic on D.
Proor. According to the Cauchy formula (7.6. 1)
f(w)
f@)=— d
LLTT BB(Z(),F[ w -2z
Now, notice that
1 1 1 1
W=z (W—Zo)+(zo—z) w=z0l- 3=
and recall of the geometric sum Y~ ¢" = —, for |g| < 1. We have
2-20 )
provided
720

<1, & |z-z| <|w-2z0l=r, Yw € dB(zp,7].

w =20
Hence, returning on Cauchy’s formula, we have
(e8]

= A (W) LT = N L f(W) _ n _— _ n
f2) = i2m §¢93(Zo rl Z ( - ZO) B nZ(:) (i27'r §6B(Z(],r[ (w — zo)"*! dw) (z—z0)" = Z cn(z=20)",

n=0 n=0

as stated(1) O

As we know, power series are C—differentiable, and since f’(z) = X, nca(z — z0)" ! is still a power series, also
f" is differentiable, so also f”’, "’ and, in general there is f("") for every n € N. So, we may conclude that the sole
existence of a derivative implies the existence of all the derivatives of f. This is completely false for functions of
real variable. Actually, the corollary says something more: f is, at least in a neighborhood of zg, a power series.
The next example shows that we can have functions of real variable which have all the derivatives of any order but
still they are not power series.

Example 7.6.3: (s::x)

Q. Show that the function
f(x) =

is C* but not analytic.

IThere is a delicate passage in the last chain of equalities, that is when we carry out the infinite sum Z;’:’ZO from the integral. It
can be proved that this can be done, we skip here the technical details.
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A. Easily, f is continuous at x = 0. Let us consider f’(x). Forx # 0

, 12 [ 2x 2 2
Sl =e ! (X4):x3e Y ’
$0
li ’ =1 —2 = 2 lim — =0
xll%lf (x)] = lim |x|3e =2 lim == =0.

By a well known test, there exists f/(0) = 0. In a similar way, one proves that 3£ (0) = 0 for every
n > 2. If f were analytic, in some neighborhood of x = 0 we would have

=300 S0z
n=0 ’ n=0

which is manifestly false.

This example shows that C—differentiability is something unprecedented with R—differentiability. To give a taste
of some other exceptional consequence of C—differentiability, we now present another remarkable result:

Theorem 7.6.4: Liouville

A bounded holomorphic function on C is necessarily constant.

Proor. Assume |f(z)| < M for all z € C. We know

N 1 f(w)
7) = cp7", wherec, = — dw.
f( ) ;) n n i2r OB(0.r] wh+l
Then, forn > 1,
1 2 it . 1 2 M
el < o= [ LEED it g e LT M M
21 0 (relt)n+l 21 0 pn+l rhn
Since we can take r arbitrarily, letting r — +oc0 we see that |c,,| < 0 for every n > 1. Thus f(z) = ¢p. O

7.7. Zeroes of holomorphic functions

In a neighborhood of a point where f is C—differentiable, f looks like an "infinity degree” polynomial. This
allows to describe the behavior of f quite precisely:

Theorem 7.7.1: zeroes

Let f € H(D) and z( be a zero of f. Then, the following alternative holds:

e cither f = 0 in some disk B(zg,r];
e or, there exists m € N and g € H(D), g # 0 on some B(zg, r| such that

f(2) = (z-w)"g(2).
m is called multiplicity of f at 7y and it is denoted by m(f, z¢),

m(f,z0) =min{k : % (z9) # 0}

Proor. Let B(zg,r] € D on which

[e9)

F2) =) ealz=20)".

n=0



179

Then,
e cither ¢, =0 for all n € N, hence f = 0 on B(z, r],
eorco=c;=...=cmu_1 =0andc,, # 0forsomem > 1. Then,

)

F@) =) enz=20)" = (2=20)" ) calz=20)"" = (2= 20" ), cmrk(z = 20)".
k=0

n=m n=m

=:g(z)

Since g is a power series convergent in B(zo, 7], g € H(B(zo,r]) with g(z9) = ¢, # 0 and since g is
continuous, at least in a neighborhood of zg we have g(z) # 0. O

Example 7.7.2: (x)

Q. Determine all zeroes of f(z) = cosh z with their multiplicity.

A. We have

coshz =0, =0, &= ¥+1=0, = e*¥=-1,
that is, recalling of complex logarithm,
2z=log|—1|+i(x+k2n), k €Z, = 2z =i(g+k7r), kez
Now, f”(z) = sinh z and
, (. (T .. (T .
f'(zx) = sinh (z (E +k7r)) =isin (5 + kﬂ') = (=D

Since f(zx) = 0and f’(zx) = (=1)%i # 0 we conclude that m(f, zx) = 1 for every k. O

7.8. Isolated singularities

In a neighborhood of a point zg where a function f is C—differentiable, we have

o

f(z) = ch(z -w)™

n=0

Suppose now that f be holomorphic around a point zg without being C—differentiable at zg. A simple example of
such a function could be

€ H(C\{z0}),
Z-20

and, more in general, a function of type

N

Y, o € HCM b,

n=1

A natural extension of this type of function is the series

IR AR
n=1 (Z B Zo)n n=1

This yields to the following
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Definition 7.8.1

A bilateral power series is a series of type

(o] (o) (e8]
D ealz—20)" = D en(z=w)" + Y con(z-w)",
n=—o00 n=0 n=1
regular part singular part

Convergence of a bilateral series is easy. Since the regular part is an ordinary power series, it converges on a disk
B(zo, R[ for some R > 0 (we do not consider here the case when R = 0 because it is of no interest). On the other
hand, the singular part is itself a power series of (z — z9)~!, thus it will converge when |z — zo|~! < r for some
r > 0, that is for |z — zo| > % The conclusion is that

a bilateral series converges on a set of type {z € C : p < |z —z0| < R},

which is an annulus. If p > R clearly this set is empty.
Bilateral series plays the role played by power series for holomorphic functions when the function has a isolated
singularity at 7 = z¢. It is convenient to introduce a notation:

B.(z0,r[:= B(z0, 7[\{z0}

We call B, a punctured neighborhood of zj.

Definition 7.8.2

Let zg € C. We say that z( is an isolated singularity for a function f if
f € H(B.(zo,r]), for some r > 0.

The following result is an extension of the Cauchy’s theorem, and it yields a bilateral power series representation
around an isolated singularity for an holomorphic function.

Theorem 7.8.3: Laurent

If zo is an isolated singularity for f then, in a punctured neighborhood of zg, f is a bilateral series. This
series is called Laurent series.

Proor. The proof is similar to the proof of the analyticity for an holomorphic function. Let f € H(B.(zo,r])
and z € B.(zo,r]. We can always find 0 < r| < |z — 29| < ro < r in such a way that z belongs to the annulus

Q:={weC : r <|w-z0 <r} CBi(zo,r].
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As in the Cauchy theorem, define
fw)—f(2)

w—z s W * 2,

g(w) =
f(2), w=z.
Clearly g € H(Q\{z}) N C(Q), so Cauchy’s theorem applies and

3€ g=0, &= 8= 3€ 8-
0Q 0B (z0,r1[ AB(z0.12 |

We start with the Lh.s. of previous identity. We have

- 1
S (L ELC PV S v wef L0,
9B(zo,71[ 9B(zo,r1 [ w=2 0B(zo.n ] W % OB(zo.r] W — 2 OB(zo.r [ W~ <%

because, according formula (7.5.1), ggaB(Zo nl WL_Z dw = 0. Now,

1 I 1 1 1Zw—zO"
w-—z w-z0—(z-20) z—zol—j_;zzé’_ z-z20 4\ z2-20

which is convergent because | 7=*| = —Z-— < 1. Therefore,
—20 lz—zo0l
b e=) (—3‘5 FO)ow - 20" dw) (z=2)™" = ) jeonlz=20) ™"
0B (zo.r1] =0 0B (z.r1] =1

Similarly,

1
3§ g= 3€ fw) dw — f(2) dw = 3§ M dw — f(z)i2n.
0B(z0,r2] 0B(zo,] W — % 0B(zo,2] W — % 0B(z0.2] W — %

Arguing as in the analyticity theorem,

(o)

w
jg fw) dw = Z cn(z—20)",
dB(z0,m] W~ 2 n=0
)
2rf(z) = Z cn(z—20)" - Z cn(z—20)7",
n=0 n=1
from which the conclusion follows. O

The shape of the singular part of the Laurent expansion leads to the classification the isolated singularities.

Definition 7.8.4

Let zp be an isolated singularity for f,

F@) =) cnz=20"+ ) calz—20)".
n=1 n=0

We say that z is
e aremovable singularity if the singular part of Laurent series vanishes, that is c_,, = 0 for every
n>zl;
e apole of order k if c_, =0 foreveryn > k + 1 and c_; # 0;
o an essential singularity if c_,, # 0 for infinitely many n.

The coeflicient c_ is called residue of f at zo and it is denoted by Res( £, zo).

Let us show some examples of these singularities.
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Example 7.8.5: (*)

Q. Let f(z) = €=L. Then z = 0 is a removable singularity.

z

A. Clearly f € H(C\{0}), hence 0 is an isolated singularity. To determine the Laurent expansion of f we
remind that

v )iy v
e—Zn!,Hf(Z)—Z(Zn! 1)—Z = \0,./4—2_;)(11—1)!’\{2#0'

n=1 .
sing. part ,
reg.part
Since this series contains only the regular part it means that its singular part is identically 0. This means
that 0 is a removable singularity.

Example 7.8.6: ()

Q. Let f(z) = 5. Then z = 0 is a pole of order k.

Z

A. We proceed similarly to the previous example:

1 —=-z* 1 1 1 N
= —=—+—+---+ + .
@ Zk+1 p n!  zk o 21zk-1 (k-1)!z ;) (n+k)!
sing. part reg. part

from which we see that z = 0 is a pole of order k.

Example 7.8.7: (%)

Q. Let f(z) = e'/%. Then z = 0 is an essential singularity.

A. Again, by the exponential series,

(o) (e8]
(1/2)" 1
ey WL s Ly
n! nlz" —_——
n=0 n=1
reg. part
sing. part

By this we see that 0 is an essential singularity for f.

An important case is when
N
f(z) = %, where N, D € H(C).
Clearly
f € HC\{D =0}).

Thus, the singularities of f are the zeroes of D. According to zeroes theorem, either D = 0, or the zeroes of D
are isolated, that is singularities of f are isolated. Let zo be a zero of D. From zeroes theorem, z( has a certain
multiplicity m(D, zo) as zero for D. Let m(N, zg) the multiplicity of zero for N (if N(zp) # 0 then m(N, z9) = 0).
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By the zeroes theorem

_ (z=29)"WNg(z) _ ! 8(2) _ 1
C(z=-zo)™ D20 h(z)  (z = z0)m(P20)-m(N.20) h(z) (7 — zo)™(D>20)-m(Nz

f(2) 79(2),

where ¢ is holomorphic and ¢(zg) # 0. By this it follows that z is

e apole of order m (D, zg) — m(N, zo) if m(D, z9) — m(N, z9) > 0O;
e aremovable singularity if m (D, zo) — m(N, zo) < 0.

Example 7.8.8: (xx)

Q. Determine and classify the singularities of the function

A.Let f =N/D where N =1,D =e'? =1, N,D € H(C). We have
D(z2) =0, & ¢% =1, & iz=logl+ik2n, k€Z, — z;=k2n, k €Z.

Since D’ (z) = ie'?, D' (k2r) = ie*?P! =i + 0 for every k € Z, thus m(D, zx) = 1. Since m(N, z;) = 0, we
have m(D, zx) — m(N, zx) = 1, that is z is a pole of order 1.

7.9. Residues Theorem

According to Cauchy’s theorem, if f € H(D) and y = 0Q with Q C D open, then

ﬁfzo.

In this section we extend this result to the case when € contains a certain number of isolated singularities.

Theorem 7.9.1
Let f € H(C\{z1,...,2n}), ¥y € C\{z1,...,2n} a counter-clock wise oriented circuit such that y = 9D,
with D open.
Then
(7.9.1) 3§ f=i2n Z Res(f, zx).
Y k€D
Proor. We assume that zj,...,zx € D and zg41,...,2ny ¢ D. Let & small enough such that B(z;,&] C D,

j=1,...,K, and
Yy NIB(zj, €] = @.
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Let also

Since f € H(Q), according to Cauchy’s theorem

K
AL R N

Let us focus on a circulation fﬁag(z» el f. By construction, f € H(B.(z;, €]), so by Laurent’s theorem on B. (w, &[
s
we have f(z) = R;(z) + S;(z) where R; € H(B(z}, €]) is the regular part,

[

Si(z) = Z conjlz=2;)™"

n=1
is the singular part. Again, by Cauchy theorem Eﬁa B(z.e] R; =0, while
Cj»
i; szi; Zc_n,j(w—zj)_" dw:Zc_n,j (w—-2z;)""dz.
0B(zj,¢] 0B(zj,¢] o n=1 9B(zj,¢]

We already pointed out in formula (7.5.2) that, for n > 2,

3@ (w=2z;)""dw =0,
0B(z;,¢]

while, for n = 1, according to formula (7.5.1)

1
jg (w— z,-)_l dw = 3€ dw =i2m.
9B(zj,¢] dB(zj,e] W — %j

Therefore
K

K K
fﬁ/f - Z ﬂgﬁB(zj,s] f - Z 3%93(@-,5] Sj - Zizﬂc_l’j’

Jj=1 Jj=1 Jj=1
which is the conclusion. O

The residues theorem points out the importance of the coefficient c_; of the first negative power in the Laurent
expansion around an isolated pole. It is useful to have efficient methods to compute the residue.
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Proposition 7.9.2

Let z be a pole of order k for f. Then
k-1

K= D)1 A g

(7.9.2) Res(f,z0) = (z - 20)* f(2).

Proor. If zj is a pole of order k, we have

= k
n C-n
f2) = ZO en(z=20)" + Zl YEport
with ¢_p # 0. Then
(o) k
(7.9.3) (220" f(@) = D enlz=20)" + > conlz =20 =1 g(2).
n=0 n=1

On the right side we have an analytic function and c_ is the coefficient of (z — zo)*~!. Therefore,
- g% D (z0)
1T k-
Since f is not defined at z(, we cannot replace g with (§ — zo)* f(#), derive and evaluate at z = zo. However, by
(7.9.3), for z # zp we can write
k-1

dzk-!

and this is exactly the (7.9.2). O

A particular case is f = N/D. Iif m(N,w) = 0 and m(D,w) = 1, w is a pole of order 1. Therefore, by (7.9.2) we
have

(7.9.4) Res(f,z0) = Zli)nleo(z -20)f(2) = zli_)ﬂleo(z - 20)

(z-20)*f(2) =%V (2) — g% D (z0) = (k = 1)!c_1, when z —> z,

N(z) lim N(z)  N(w)
D(z) > w - D'(w)’

7.10. Applications to generalized integrals

Cauchy’s Theorem and the Residues Theorem apply fruitfully to the computation of integrals on the real line.
In this section, we discuss this application in several notable cases.

7.10.1. Rational functions. An algorithm is well known to compute

+00
J lﬁ dx,
— q(x)
where p, g are polynomials. This integral converges iff deg(g) > deg(p) + 2 and the standard calculation is based
on the calculation of a primitive for p/q. Here, we show an alternative and faster method based on complex
integration.
The idea is the following. Let f be a rational function, that is,

f(2) = ILZ) P, ¢ polynomials.
q(z)
This function f is holomorphic on C\{g = 0}, and since g is a polynomial, this means f € H(C\{z1,...,zn}),

where z; are zeroes for g. We assume that none of these zeroes belongs to R. Then

 p(x) . Jr p(x) . J
— ~dx =1 dx = 1 .
| o= [ O =i | g
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Define
vy = [=r,r] + oy,
where o : [0, 7] — C, 0 () = re'. For r large enough, y, = 9Q with @ > S, := {z; : Imz; > 0}. Now, by

the residues theorem,

f=in Z Res(f,2).

Yr Z€S+
Notice that the r.h.s. does not depend on r , then

—o q(x -r q(x) roteo =

We claim that the contribution on o vanishes as r — +oo. Indeed, by the triangular inequality of path integrals,

J.!

Now, since deg(g) > deg(p) + 2, we have that, for z — oo,

T T
< J Lf(re'®)||ire’®| do = r‘[ If(re'?)| de.
0 0

Ip(z)]  alz|*eP ¢ ¢
If(z)| = ~ i = i —m < _2’
lg(z)|  blz|dega — |z|dega—dezp ||
thus i )
i 2
FI |f(re’€)|d0<rf ;dgzcizﬂzﬁ_,o_
0 o Tre0p TR
Conclusion:
oo p(x) p
(7.10.1) J PO 4 —ing Y Res (2w
—00 q('x) z€8, q

Example 7.10.1: ()

Q. Compute

A. Let f(x) = % Clearly f € €(R) and because [ ~.c x—14 it is integrable at +co. Thus, the proposed

x4
integral converges. The singularities of f are the zeroes of ¢(z) = 1 + z*. Now, ¢(z) = 0 iff z* = -1, that

is zx = '($+K%) k= 0,1,2,3. Now, by (7.10.1)

JM ! dx:i27r(Res(f,e’%)+ReS(f,ei3T")).

oo 1+ x4

Let us classify the singularities. Because p = 1 clearly m(p, zx) = 0. Moreover ¢’(z) = 4z°, therefore
q'(zx) # 0 for any k. Thus m(q, zx) = 1, and by this we deduce that each zi is a first order pole for f. To
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compute the residue at any z; we can apply the reduced formula (7.9.4):

1 1 _. 1 _.x
Res(foz0) = 28 o L Loian Loz o,

= =-e
q'(zx) 4z 4 4

to 1 1 _ 1 _.»
‘[_Oo oo dx =i2r (Ze_'i" + Ze_’4) =i

hence

Example 7.10.2: (sx)

Q. Compute
J“’O x2+3
——— dx
0o (XZ+D(x2+4)
A. Let f(x) := % Clearly f € C(R), and f(x) ~ic0 ;—j = é, f is absolutely integrable on R.

Moreover, since f is even,
1 (*
I= 3 J f(x) dx.

To compute the integral, we apply the residue theorem. The singular points of f(z) =
z = +i and z = £2i. Writing

z243

(22+1) (z2+4) are

_ (z = 3i)(z +3i)
f@) = (z=0D)(z+0)(z-2))(z+20)’

we see immediately that all the singular points are first order poles. Therefore, by (7.10.1)

JJM f(x) dx =i2n (Res(f,i) +Res(f,2i)).

To compute the residues, it is easier by using the general formula (7.9.2).

N . e (z=30)(z+3) _ (=2)(4) _ 4.
Res(f.0) = =D/ @) = i e = e+ 2D~ (=) () - 3"
nd (z-30)(+3) (-0 5
. . . . z—2o1)(z+ 31 -l l .
Res(-20 = i (@ =207 ) = I, i v i+ 20~ OGN~ 12
Therefore oo
«[—oo f(x)dx=i2n (—gi + 15—21) = %171 O

The next example is not an application of formula (7.10.1), nonetheless it involves the same order of ideas.

Example 7.10.3: (xxx)

Q. Compute
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A. Clearly the integral exists finite. Let f(z) = ﬁ, fe H(C\{eing%" : k=0,1,2}). Itis evident that
all the singularities of f are first order poles. Therefore, if

2r
3

vy :=[0,r] + 07 + [reizT”,O] , where o (1) = re'’, t € [0,

by residues theorem we have,

f =i2nRes (f,ei%) =i2n
Yr 3e'3

We have §7r = I[O,r] + jar + J[reszﬂ,O]' Notice that

J f=—J f(te’.%")e"%’r dtz—ei%nj ;dtz—e’%nj ! dt.
[ref%”,o] 0 0 2x\3 o 1+8

1+ (te’T)

Moreover, by the triangular inequality

/3 " 0 /3 1
1 . 13 — -
erf <L |f(ret?)|lire |d0—rL PP deé.
Since r — oo, [r3eB3? + 1| > |3e39) -1 =3 — 1, thus
r
< - —0
J(r, ! r3-13

Therefore oo

(l—e’ZTn)J 3dt:l27r =

0 1+¢ 3el 3

that is

7.10.2. Fourier integrals. A Fourier integral is an integral of type

Iﬂo €' f(x) dx, £ €R.

—00

The integral is convergent if f is absolutely integrable because |e?¢* f(x)| = | f(x)| for x € R. We assume that f
is actually defined on C\S, where S is a finite set of poles. We can proceed as in the previous case writing

+00 r
J e'$* f(x) dx = lim J e'$X f(x) dx = lim J e'$7f(2) dz.
—o0 rete J ot J-rr]

Notice that if f € H(C\S) then e’¢* £(#) € H(C\S) and since '¢% # 0, if z; € S is a pole for f, then it is also
a pole for /€2 f(z) of the same order (exercise). Therefore, considering y, := [-r,r] + o, where o, (t) = re’,
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t € [0, r] we have, as r is big enough, by the residues theorem

3€ e f(z) dz = i2n Z Res (Ei’fzf(Z),Zj),

r Zj S

where S, = SN {Im z > 0}. Because fﬁy = J[_r ot fa_ , the main problem is computing the limit

lim e'$7f(2) dz.

r—+00
-

Notice that

€67 £(2)] = |f (2)|e~ 1M 2,
Hence, if &£ > 0, being o € {Im z > 0}, we have
2

2r
< J |f(re"9)||irei9| do = J |rei9f(rei6)| de.
0 0

Lr e'¢3f(z) dz

Assume now that

lim z/(z) =0.

This assumption is pretty natural, it says that f decays faster than % at infinity, a “natural” requirement to have
integrability on | — oo, +oo[. Then, for |z| > r, |2f(z)| < &, hence

J e'$7 f(z) dz| < 2nme,
that is
lim "¢ f(z) dz = 0.
r—+0o oy
Thus, we can conclude that
+00
(7.10.2) J €3 f(x) dx=i2n ) Res (ef‘fﬁf(ﬁ),w) , VE > 0.
- wWES,

If £ < 0 this argument fails because e~ ¢ Im z 5 unbounded. However, this can be easily fixed by changing y, with
¥y = [-r,r] + (=0,) where 7,-(¢) = re'’, t € [x,2n]. For r is big enough, the residue theorem gives

fﬁ €'$7f(2) dz = —i2n Z Res (eifﬁf(ﬂ), Zj) ,
r Z; €S-

where S_ = S N {Im z < 0} and there’s the — because the path is clockwise oriented.

Example 7.10.4: (sx)

Q. Compute

+00 eigx
— dx, £ €R.
LX, P a2
A. Tt is easy to check that f(x) := m is integrable. Indeed: f € C(R) and |f(x)| ~+o0 é Asa
function of complex variable, f is defined on C\{z> — 2z + 2 = 0}, that is on C\{z1, z2} where
2+V-4 2+i2

> > 1+

21,2 =
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These are poles of first order (check). Moreover

Zli_>n‘30zf(z) =0,

therefore
» i2nRes (e €8 F(#),1+i), €20,
J e f(x) dx =
e —i2nRes (effﬁf(ﬁ), | - i) , £<0.
Easily we get
iz i&- P&+
Res (eifﬁf(li)’ 1 +i) = Zez i 3t = ¢ ; ‘ , Res (ei‘fﬁf(ﬂ), 1- i) =-£ ; ‘f,

that is

©0 i&x
J_oo m dx = ne” ¢l (cos & +ising).

Example 7.10.5: (x#x)

Q. Compute

J % cos(£x)

o Taa dx, ¢ € R.

A. Clearly g(x) = % is continuous on R, hence locally integrable on [0, +oco[ and since |g(x)| <
ﬁ ~ oo #, g is absolutely integrable at +oc0. So, g is integrable on [0, +oco[. To compute the integral,
notice first that being g even we have

J“’" cos(&x) 1 I“’" cos(€x) 1 J""X’ eléx . 1 J“’" elex

dx = = dx = —=Re = — dx,
o l+x4 2) o 14x* 2 oo 1+ x4 2 ) o 14+x4

being _sz Snlli—ff) dx = 0 (integral of an odd function over a symmetric interval). Therefore, if f(z) = ﬁ,

feHC\{z*+1=0}). Wehave z* +1 = 0iff 7 = z; := e"(%”‘%), k =0,1,2,3. It is also clear that
each of these points is a first order pole for f. Finally, notice that lim;_,... zf(z) = 0. Hence (7.10.2) gives
immediately

Jj"" lef; dx = 27 (Res (eigﬁf’ei%) +Res (eiéﬁf’ ei%n))’ vé > 0.

iéz
€~ we have
3

Applying the reduced formula Res(e'¢# f, z) = 7}

x ;3
X ifg‘? & (£ 3 ) ifelzn e £
Res(elfﬁf5 ZO) = £ = le_ﬁel(‘ﬁ 47{), Res(e"fﬁf,zl) = ¢ — = le ﬁgl( V2 4>7
4ei%7r 4 46’1 4
SO . ”
< etex £ (L3 (£ _x
J ¢ dx:ize_ﬁ el(fﬁ 4”) +el( V2 4) )
oo 14 x4 2

Taking the real part we finally deduce

J“’" cos(&x) gy = \/Ezre_i (
4

V2
0 1+x*

cos%+sini),\f§>0.

V2
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If £ < 0 we can avoid the computation and argue by symmetry. Indeed: the integral is an even function of
& clearly. We deduce
J*“’ cos(éx) | V2r 1 ( €1, €] )
dx = s

V2 - =2
o 1+x4 4 e COS + sin

V2 V2

VéeR. O

7.10.3. Integrals involving exponentials. In this subsection, we apply the method to the problem of computing
a generalized integral of a function based on e*.

Example 7.10.6: (sxx)

Q. Discuss convergence and compute

where a € R.

A. Let f(x) = ﬁ Clearly f € C(]0,+oo[), therefore f is integrable on every interval [a, b] C]0, +oo].
Moreover

@ x 1
F(x) ~oe X%, f(X) ~400 x_zzm,
hence, by asymptotic comparison, f is integrable at O+ iff @ > —1, while it is integrable at +co iff 2 —a > 1,
that is iff @ < 1. Therefore, the proposed integral converges iff -1 < @ < 1.

To compute the integral, we change variable setting x = ¢’. We have

+00 @ +00 at +oo (a+1)t r (a+l)t
X e e . e .
J dx = J ——eldt = J —— dt = lim dt = lim g,
o 1+x2 oo 1 +e? oo 1 +e? ro+oo |1+ e r—eo Ji_p
(a+l)z . . .
where of course g(z) := % z € C. Singular points of g are z such that 1 + €2 = 0, that is

¥ =1, &= 27=1logl+i(arg(—1) +k2x) = in + 21k, k € Z, z:ig+i7rk, keZ

To complete [—r, r] obtaining a circuit, we consider the rectangle

Ve = [-r,rl + [r,r+in] = [-r+in,r+ix] - [-r,—r +in].

3

2

[

2

This path includes only one singular point, z = i 7. By the residues theorem then,

ﬂgyr g =i2nRes (g, zg) .

Let us compute the residue. Being g = %, N # 0e D’(z) = 2¢** # 0 it follows that i 7 is a first order pole
and the residue can be computed by the reduced formula
ﬂ) N (iZ) eite+D3 1

o) =g = e o

i(a+1) %
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On the other side,

= + —_ — B
§r J[—r,r] J[r,r+i7r] J[—r+i7r,r+i7r] J[—r,—r+i7r]
Notice that

J .- Ir ela+]) (1+im) i = JilarDn Jr elat)t df = ei(a+l)7r‘[ g.
[—r+im,r+in) —r 14 e2tHim) 1+ [-r,r]

Now: we claim that the two “vertical” integrals vanish for r — +co. To show this, notice that, according
to the triangular inequality,

7T o(a+l)(r+ir) n . platl)r
J g = J‘ T dt < J = J ﬁ dt.
[r,r+in] o 1+ e2(r+in 0 o |1+ e% et

Now, since 7 > 0 we have that [e?"¢!?| = ¢*" > 1 therefore, by the triangular inequality |z +w| > |z| — |w],
we get |1 + e e’?'| e*" — 1 > 0. Inserting this into the previous estimate we obtain

T e((l/,+1)l e(ﬂ/,+1)1
’J\ ;L r+ < \[
r,r+im 0

dt=n
being @ + 1 < 2 (recall that —1 < @ < 1). Similarly,

e2r — 1 e2r — 1
ps n e—(a+1)r
[-r,—r+in] 0 0 Il +e et t|

Now: if r > 0 we have |e™2"¢!?!| = ¢72" < | therefore, always by triangular inequality |z + w| > |z| — [w],
we get |1+ e 2 e?| > 1 —e? > 0, hence

J J~7r ef(a/+l)r e—(a+l)r
g -
[-r,—r+in] 0

> dt=n——— — 0, r — +o0,
being @ + 1 > 0. Finally,

2r
_iﬂei(aﬂ)% - lim (J‘V ela+tht dt_ei(le)ﬂJ‘r elatht dt) _ (1 _ei(a+])ﬂ) /+m pla+D)r "

e(a+1)(r+ir)

1 4 e2(r+it)

— 0, r — 400,

e(a/+1)(—r+it)

1+ 62(—r+iz)

<

l—e~ l-e"

ro+oo \ J_,. 1+ e s 1+e2t o 1+e%
from which . . ) n
J»+oo x@ 1 ez(a/+1)7 e—t(a+1)7 T 1
o 1+x2 7 2eilathm _ | pmilasD)s  Dgin (@ +1)Z)

Example 7.10.7: (sxx)

Q. Discuss convergence and compute the

0 1+x4

A. Clearly the integrand f € € (]0, +o0[), thus f isintegrable onevery [a, b] C]0, +oo[. For the integrability
we check the behaviour of f at x = 0,+c0. We have, f(x) ~o+ (logx)? which is easy to check that it is

integrable. For x — +o0, noticed that logx = o(x) we have that f(x) = o (ﬁ) =0 (#), clearly

integrable. We conclude that f is integrable in generalized sense on [0, +oo].
To compute the integral, we start with a change of variable r = logx. We get

+00 1 2 +00 t2
J (ngz dx:J — ¢ di= lim 2,
0 1+x _eo 1+ e* ro+eo Ji_p
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where g(z) := fj{;z 42 = _1}). Now

bis s
P =-1, &= dz=in+ilnk, keZ, e=ip+ikz, k€Z.
Now e** does not change if we replace z with z + i 7. Itis therefore natural to consider the path

R ] R e ] R et
Yr = r,r r,r l2 r 12,r 12 r,—r l2 .

By the residues theorem

4; g =i2nRes (g,iz) .
Yr 4

Clearly z = i7 is a pole of first order (g = 5 w1th D’(z) = 4e** # 0 for any z € C and N(@i%) #0),
therefore,
n _n2,i% 2
ReS(g,iE): Nig) _ise S
4 z%) 4(-1) 64
Now,

N

r 2 . t {2t T et 2 pr t
| e[ () et anil§ S aen| -t .
[—rtim,r+in] _r 2 1+e? 1 +e? o 1+e? 4 J_, 1+e*

Notice that the second and third integrals are easily computed. The second is the integral of an odd function
over a symmetric interval (so it vanishes), because
t

t t

—te” te” te
l+e-2t 2+l Q241"
o2t

About the third integral, letting r — +co, it converges to

+00 el _x:et +00 x 1 +00 1 T
B dt = - d = d = —.
Lx, 1+ o2 L T+2x ™ L +2 7%

Therefore
2 pr t +oo 2t 3
t
J J —(1—1)1 L i f e—zdt—>(1—i)J S dril
[-7.7] [-r+im,r+in) 4 ), 1+e” —o L+e” 16
Now, we claim that the two vertical 1ntegrals vanish for r — +oo. Indeed:
/2 /2 + it 2,7 + 2,r
J g:J g(r+it)idt<f |rl—2|?2t SE(”Z&—)O, r —> +00.
r,r+i§] 0 0 |1+erel | 2 e -1
Similarly,
r /2 72 _ +'12 —r + 2 _»
J gl= g(—r+it)idt<J =7 12|?2 <z(r ﬂ)s — 0, r — +oco.
[-r.-r+iZ] Jo 0 |1 +e et tl 2 1-e
Therefore
72 i . 713
6a¢ " _rl_l»Tm _(1_’)J T
Noticed that ¢'% = ﬁ + zi and taking the real parts in both members we finally obtain,

+00 2 too 2t 2
J (logx) dx:J te P V2

o 1+x* e lHe 642
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7.11. Exercises

Exercise 7.11.1 (x). For each of the following power series, determine their radius of convergence:

n

0 0 ) 0 L1 00 12
LT B 20X et 3%, 20 4 mp s g

6. Yoo, man 7yl
Exercise 7.11.2 (xx). Solve the following equations in the unknown z € C:
1. cosh’z+1=0. 2.cosh(2z)+1=0. 3.e¥=1. 4. sinh(iz+1)=0.

5. cosz=i. 6. e = 1. 7. % =i, 8.

Exercise 7.11.3 (xx). Let log be the principal logarithm. Show, with an example, that log(zw) can be different
fromlog z +logw.

Exercise 7.11.4 (x). Check, with the definition, that Im z, |z| and 7 are not differentiable at every point 7 € C.
Repeat the same check by using the CR conditions.

Exercise 7.11.5 (x). For each of the following u = u(x,y) determine v = v(x,y) in such a way f = u +iv be
holomorphic on C, determining also f.

i) u(x,y) =x.
ii) u(x,y)=y.
iii) u(x,y) =x%
v) u(x,y) =x*-y%
v) u(x,y) = x> +y%
Exercise 7.11.6 (xx). Let

3

éj, z#0,
f(z) =
0, z=0.

Check that i) f verifies the CR equations at z = 0, but ii) f is not C—differentiable at z = 0.
Exercise 7.11.7 (xxx). Let f = f(z) € H(C). Define

g(2) = f(2).

Use CR conditions to check that g € H(C). Can you use the chain rule in this example? Justify your answer.

Exercise 7.11.8 (xx). For each of the following functions, classify their singularities:

: — 72242245
i) f(z):= (z+2) (224+2z+1)"

ii) f(z) =exp (ZZ?)
iii) f(z) = 4.
) f(z) = 2ew.
v f2) = SR
Exercise 7.11.9 (xx). Classify the singularity of f(z) = (z — 2) sin(zﬁ) at 7 = =2; i.e., determine whether it is

removable, a pole, or an essential singularity.

Exercise 7.11.10 (xx). Compute the following integrals:

+00 1 +00 1 2 400 2 +00
1. I i 2 J LEREY I . S MY J COSX .
e (14+x2)2 o 1+x* o (@+D(*+1) o x2+4
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Exercise 7.11.11 (xx). Compute the following Fourier integrals:

+00 1 . +00 1 X +00 1 X
1. J ¥ dx. 2. J e'e¥ dx. 3. J e dx.
oo 1422 oo 1+ x* _e COshx

Exercise 7.11.12 (xx). Use contour integration to verify that for b > 0,

*° cosx e?
J‘_oo m dx:ﬂ'T, Vb > 0.

Exercise 7.11.13 (xx+). Compute the following integrals:

+o0 1/3 +00 1
1. J 2 f X .
0o X2+9x+8 o 1+x2

Exercise 7.11.14 (xx+). Determine for which values of a € R the integral

o [

_eo ¥+ 1

exists, hence compute it by using complex integration.

Exercise 7.11.15 (xx+). Determine for which values of a € R the integral

I(a) = J+m _ dx,

o (I+x)x@
converges, hence compute it by using comples integration.
Exercise 7.11.16 (xxx). Let f € H(C) be such that
Ja,b >0, : |f(2)] <alz|"+b, Vz€C.
Show that, necessarily, there exists ¢ € C such that f(z) = cz". (hint: use Liouville’s theorem).

Exercise 7.11.17 (xxx). Let f € H(C). Show that there exists g € H(C) such that g’ = f on C.



