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Reference Material (used for this presentation):

MIT /ntroduction to Deep Learning http://introtodeeplearning.com

L. Fridman MIT Deep Learning https://deeplearning.mit.edu/

l. Goodfellow, Y. Bengio, A. Courville. Deep learning. MIT press, 2016.

ImageNET http://www.image-net.org/

C. Szegedy et al. Going Deeper with Convolutions CVPR2015

F. Li, J. Johnson, S. Yeungq. Stanford C5231n Convolutional Neural Networks for Visual Recognition
http.//cs231n.stanford.edu/ + http.//cs231n.qgithub.io/convolutional-networks/

Y. LeCun http://yann.lecun.com/exdb/lenet/

https://www.kaggle.com/zalando-research/fashionmnist

MIT https://groups.csail.mit.edu/vision/Tinylmages/

ImageNET http://www.image-net.org/
https://qgithub.com/GoogleCloudPlatform/tensorflow-without-a-phd

Krizhevsky, Alex, llya Sutskever, and Geoffrey E. Hinton. Imagenet classification with deep convolutional
neural networks. Advances in neural information processing systems. 2012.

C. Szegedy et al. Going Deeper with Convolutions CVPR2015

Lee, Honglak, et al. "Convolutional deep belief networks for scalable unsupervised learning of hierarchical
representations." Proceedings of the 26th annual international conference on machine learning. ACM, 2009
Razavian et al, “CNN Features Off-the-Shelf: An Astounding Baseline for Recognition”, CVPR Workshops 2014
Lee, Honglak, et al. "Convolutional deep belief networks for scalable unsupervised learning of hierarchical
representations." Proceedings of the 26th annual international conference on machine learning. ACM, 2009
Razavian et al, “CNN Features Off-the-Shelf: An Astounding Baseline for Recognition”, CVPR Workshops 2014
The complete history of Lenna http://www.ee.cityu.edu.hk/~Impo/lenna/Lenna97.html

Style transfer https://deepart.io/

https://paperswithcode.com/sota/image-classification-on-imagenet
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With DL architectures we are able to
handle all sort of data

Deep Convolutional Network (DCN) Deconvolutional Network (DN) Deep Convolutional Inverse Graphics Network (DCIGN)
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Today: Convolutional
Neural Networks (CNNs)
to deal with

images/videos




Today: Convolutional
Neural Networks (CNNs)
to deal with

images/videos

We will not see in this course
Recurrent Neural Networks
(RNNSs) to deal with

sequence learning tasks

ThITBIE! |




Outline;

CNN building blocks
Tasks in Computer Vision

Datasets for Computer Vision & Historical CNNs
What a CNN sees?



Human Vision

A system trained on 540 million years
of data



Computer Vision

Started in the 60s aiming at automatically doing what
human vision can do

CV is undoubtly THE field that mostly benefit from Deep
Learning



DL has been disruptive in computer vision!

ILSVRC Top 5 Error on ImageNet

W cv
Deep Learning
B Human
0 .

2010 2011 2012 2013 2014 Human 2015 2016

A dataset with more than 14 Million
I M ‘.i G E N E T annotated images of 20K categories

G. Prando. Seminars on Deep Learning. UniPD, 2017
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Example Task #1: Classification Chihuahua vs Muffin




Example Task #2: Semantic Segmentation

Med-res: Med-res:
02 x H/4 x W/4 02 x H/4 x W/4
Low-res:
03 x H/4 x W/4
Input: High-res: High-res: Predictions:
3xHxW D, x H/2 x W/2 D, x H/2 x W/2 HxW

All convolutional layers with downsampling and upsampling operations

-MIT Introduction to Deep Learning http://introtodeeplearning.com
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Example Task #2: Semantic Segmentation




Example Task #3: Object Detection

1 warped region

aeroplane? no.

person? yes.

P l/ [ L ) T : 0 Ul tvmoni.tor? no.
1. Input 2. Extract region 3. Compute 4. Classify
1mage proposals (~2k) CNN features regions

MIT Introduction to Deep Learninghttp://introtodeeplearning.com

1. Findregions that we think have
objects

2. Classify such objects


http://introtodeeplearning.com/

Example Task #4: Image Captioning

Captioning

Combination of CNN and sequence

learning A cat

riding a
skateboard

“straw” “hat” END

START “straw” “hat”

-MIT /ntroduction to Deep Learning http://introtodeeplearning.com



http://introtodeeplearning.com/

Example Task #4: Image Captioning

Captioning
Combination of CNN and sequence
learning

A cat
riding a
skateboard
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Example Task #5: Style Transfer

Content
Representations




-https://deepart.io/ (hot working anymore)

Style Transfer

Example Task #5


https://deepart.io/

Example Task #5: Style Transfer
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Example Task #5: Style Transfer




Example Task #5: Style Transfer

Some style transfer works

- Gatys, L. A, Ecker, A. S., & Bethge, M. (2016). Image style transfer using convolutional neural networks. In Proceedings of the
|[EEE conference on computer vision and pattern recognition (pp. 2414-2423).

- Johnson, J., Alahi, A., & Fei-Fei, L. (2016, October). Perceptual losses for real-time style transfer and super-resolution.

In European conference on computer vision (pp. 694-711). Springer, Cham.

- Luan, F., Paris, S., Shechtman, E., & Bala, K. (2017). Deep photo style transfer. In Proceedings of the IEEE conference on
computer vision and pattern recognition (pp. 4990-4998).

-i, X,, Liu, S., Kautz, J., & Yang, M. H. (2019). Learning linear transformations for fast image and video style transfer. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (pp. 3809-3817)



Example Task #6: Image Generation

+ dl CJ Present [UNIESIEL
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Portrait of an astronaut with jetpack
in space with lens flares, stars and
planets in the background

() Ccreate again

+ Add page

D) = [ 50% "



Example Task #7: Visual Anomaly Detection

R ot

toothbrush transistor wood




Images are numbers

L. Fridman MIT Deep Learning https://deeplearning.mit.edu/

What the computer sees
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JPG 260 X 194

260X 194X 3

8,11,0,55:13,25,19

15,241,2,155,13,35,65
14,211,0,255,23,45,11

05,255,1,255,10,17,23

77,167,9,112,56,16,90

45,245,0,145,22,55,48
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Images are numbers

What the computer sees Any (Simple) ideas On hOW tO
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L. Fridman MIT Deep Learning https://deeplearning.mit.edu/

JPG 260 X 194 260X 194X 3

8,11,0, 55,13,25,19
15,241,2,155,13,35,65
14,211,0,255,23,45,11

05,255,1,255,10,17,23

77,167,9,112,56,16,90

45,245,0,145,22,55,48



https://deeplearning.mit.edu/

Using FFNN is not a good idea...

- 2D images converted to arrays: spatial information is lost!

- Each hidden unit is connected to all units in the previous layers:
lots of parameters!

Input Hidden Output
layer L, layer L, layer L3

I

I )
I3 g

Iy )

34»

Alw N e
00000

-MIT Introduction to Deep Learning http://introtodeeplearning.com
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Does the value in this

by itself?

-MIT /ntroduction to Deep Learning http://introtodeeplearning.com

Using FFNN is not a good

specific pixel really matters

2! v
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What the computer sees
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In Computer Vision, feature engineering is hard

Detect features

Domain knowledge Define features .
to classify

Deforrnatlon Occlusion

Viewpoint variation Scale variation

Background clutter Intra-class variation

28

-MIT Introduction to Deep Learning http://introtodeeplearning.com
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As seen before: no feature engineering is
[ ]
Output Output Ma?el;i:ui ef:om
Machine Learning
o f t {
— > \E—/ —> — Additional
Output Mapping from Mapping from layers of more
e features features abstract
Input Feature extraction Classification Output ? ? ? feat?ures
Dee Learn i n Hand- Hand- )
p g designed designed Features fSlmple
G program features eatures
%
O
Input Feature extraction + Classification Output
Input Input Input Input
Deep
L. Fridman MIT Deep Learning https://deeplearning.mit.edu/ Rule-based Classic learning

systems

I. Goodfellow, Y. Bengio, A. Courville. Deep learning. MIT press, 2016.

machine
learning

Representation

learning
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Features extracted by Deep Neural Networks

Low Level Features Mid Level Features High Level Features

Lines & Edges Eyes & Nose & Ears Facial Structure

These features were obtained in an automatic fashion!

Lee, Honglak, et al. "Convolutional deep belief networks for scalable unsupervised learning of hierarchical representations." Proceedings of the 26th annual international conference on machine learning. ACM,
2009.



ldea: using the spatial structure (patches)
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-MIT /Introduction to Deep Learning http://introtodeeplearning.com
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- Connect patchininput layer to a single neuron in subsequent

layer.

- Use a sliding window to define connections.


http://introtodeeplearning.com/

ldea:; 2D convolutions
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We would like to extract something
useful out of this patch! Why not

doing a ‘linear combination’ as we
did with tabular data?

From From http://cs231n.github.io/convolutional-
https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vimage/ConvolutionOperations/ConvolutionO networks/
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ldea:; 2D convolutions
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The operationis the 2D
convolution: we multiply element-
BN wise 2 matrices (the input and the
kernel — weights), then we sum

and derive some ‘features’

1 2 |

From From http://cs231n.github.io/convolutional-
https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vimage/ConvolutionOperations/ConvolutionO networks/
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o 00|00 [Optional procedure] We include ‘padding’
=== . the image (equal to 1): we add a frame
| | | [ around the image of pixels with value = 0.
Input Image When performing the convolution
operation, padding allow border pixels to

have similar importance to inner pixels

ZZx[i,j]-h[O—i,O—j]

z[—1,-1] - h[1,1] + z[0,—1] - h[0,1] + z[1, —1] - h[—1,1]
6 +2[—1,0] - A[1,0] +2[0,0]-A[0,0] + z[1,0]-k[—1,0]
+2[—1,1] - h[1, —1] + 2[0,1] - [0, =1] + 2[1,1] - h[—1, —1]

<

=

2,
|

w
|

= 0-140-2+0-1
+0-04+1-04+2-0
F0-(—1)+4-(=2)+5-(=1)
— 13

From https://www.songho.ca/dsp/convolution/convolution2d_example.html
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y[1,0] =

We then ‘stride’ (equal to 1): we move the

kernel (ie. filter, ie. weights) horizontally to
a different patch

Sj;ijﬂ-Ml—LO—ﬂ

z[0,—1] - h[1,1] + =1, —1] - [0, 1] + z[2,—1] - h[—1,1]
+ x[0,0] - R[1,0] + «[1,0]-R[0,0] + x[2,0]-h[—1,0]
+ z[0,1] - h[1,—1] + z[1,1] - [0, —1] + z[2,1] - A[—1, —1]
0-140-240-1
+1-0+2-04+3-0
+4-(-1)+5-(-2)+6-(-1)
—20

From https://www.songho.ca/dsp/convolution/convolution2d_example.html
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We then ‘stride’ (equal to 1): we move the
kernel (ie. filter, ie. weights) horizontally to

a different patch... until we arrive to the

end of the row!

y[2,0] = " afi,j]-h[2—i,0—j]
= 2[1,-1] - AL, 1] +2[2,—1] - h[0,1] + z
+2[1,0] - h[1,0] +2[2,0]-A[0,0] + =
+ z[1,1] - h[1,—1] + z[2,1] - [0, —1] + =
= 0-14+0-2+4+0-1
+2-0+3-04+0-0
+5-(=1)+6-(=2)+0-(—1)
— 17

3,—1] - h[—1,1]
3,0] - h[—1,0]

3,1] - h[-1, —1]

From https://www.songho.ca/dsp/convolution/convolution2d_example.html
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We then ’stride’ vertically!

y[0,1] =" "ali,j]-h[0—i,1 - j]
3 i
6 = z[—1,0]-h[1,1] + 2[0,0]-A[0,1] 4+ z[1,0] - A[—1,1]
. +x[—1,1]- A[1,0] +2[0,1] - A[0,0] 4+ z[1,1] - A[—1,0]
+ z[—1,2] - h[1, —1] 4+ 2[0,2] - A[0, —1] 4+ 2[1,2] - A[—1, —1]

= 0-1+1-2+42-1
+0-04+4-04+5-0
F0- (=) +7-(=2)+8-(-1)
~ 18

From https://www.songho.ca/dsp/convolution/convolution2d_example.html
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Input

After completing the stride:

-1 0 1
-1 | -2 | -1
0 0 0
1 2 1

From https://www.

-13 | -20 | -17
-18 | -24 | -18
13 | 20 | 17



https://www.songho.ca/dsp/convolution/convolution2d_example.html

Filter WO (3x3x3)

ldea:; 2D convolutions

Input Volume (+pad 1) (7x7x3)
X

0 0 0
0= 23 0
Jo]2 o 1 o
0 2 0 0 wl[z:,:,1
4x0
| 0x0) 00200 2
Center element of the kernel is placed over the (0x0) ah
source pixel. The source pixel is then replaced 0x0) 1 2 0
with a weighted sum of itself and nearby pixels. 2 0x1) 0 5" 0 ol lo
(0x1)
(0X0) 2,1 wl[:, <2
Source pixel ©0x1) olloWoTlo o 1
+(-4x2) ] 0
8 02 j1 18 il
0 12 1 i b
o 02 )9 0 Bias b (1x1x1)
ON P15 (29 2 2 0 2,:,0)
00 L2 0 1
------ 0 070 0 0
Convolution kernel 8 2 . ; 23,2
(emboss) : - [l 0 Jjo jo 0 00
New pixel value (destination pixel) . _________ 0 gzA4! |1 0 0
ol 1 o 1 0 0
ON 0 S ON 03 0N 1)
0N M5 (O3 28 18 08 [
0N 25 29 Ha ds i (O
0O 00 0 0 0 O

From
https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vimage/ConvolutionOperations/ConvolutionO

Output Volume (3x3x2)

Filter W1 (3x3x3)
wl[:,:,0] o[:,:,0]
0 1 -l 23N 13
0 -10 3B KT 3
0 -1 1 8 10 -3
wi(z:,:,1) o[z,3:,1)
-1 0 0 8 -8 3
1 -1 0 =38 il 0
1 -1 0 3 -8 5
wlf:,:,2]
-1 1 -l
0 -1 -1
1 0 0
Bias bl (Ix1x1)
bl(:,:,0)
0

togglcmg\'emem

From http://cs231n.github.io/convolutional-

networks/


https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vImage/ConvolutionOperations/ConvolutionOperations.html
https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vImage/ConvolutionOperations/ConvolutionOperations.html
http://cs231n.github.io/convolutional-networks/
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d * I I | Vol 1) (7x7x3) Filter WO (3x3x3) Filter W1 (3x3x3 Output Vol 3x3x2
I ea. 2D COnVO UtIOnS xnput ume (+pad xX7x iter (3x3x iter (3x3x3) tput Volume (3x3x2)

wl[:,:,0] o[:,:,0]

0 0 0 O K =1 L3N 13
0= 23 0 — 0 -10 35 KT8 3
Jo]2 o 1 o B B 8 10 -3
0 2 00 1 wi(z,:,1) of:,:,1)
4x0
. :0:0; 0 2 0 0 -1 0 0 -8 -8 -3
Center element of the kernel is placed over the (0x0) ahn 1 i B 6 31 0
source pl)fel. The source pixel is then replaped (0x0) 1 2 0
with a weighted sum of itself and nearby pixels. 0x1) 0 37 0 ollt o 1 -1 0 =31 K8 &%
fg::); .1 wl[:, <2 wl[z,:,2]
Source pixel (0x1) 0 '0'0 0 0 1 -1 1 -l
(-4x2)
. o2 T Lprje| 1 Of BN &
0 112 1 -1 40 158 10N D
081020 10 0 Bias b (1x1x1) Bias bl (Ix1x1)
O8N 10 2 12 2 0 bO{:,:,0) bl(:,:,0)
00 L2 0 1 1 0
,,,,, 0 0 0 0
Convolution kernel :'. | 1,3,2 toggle movement
(emboss) = oo Jof6 o o % 2
New pixel value (destination pixel) ' _________ 01241 |1 0 0 .
' ]9 o o The filter can be of
0N 03 8 ON D 08N [t . .
0102100 different size! And we can
0N 125 25 i E1 A (O M M I
T . & have multiple filters!
From From http://cs231n.github.io/convolutional-

https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vimage/ConvolutionOperations/ConvolutionO networks/



https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vImage/ConvolutionOperations/ConvolutionOperations.html
https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vImage/ConvolutionOperations/ConvolutionOperations.html
http://cs231n.github.io/convolutional-networks/
http://cs231n.github.io/convolutional-networks/

Input Volume (+pad 1) (7x7x3)
X[:,:,0]

ldea:; 2D convolutions

Filter W0 (3x3x3)
wO[:,:,0

o

Center element of the kernel is placed over the (0% 0)
source pixel. The source pixel is then replaced

mmml 0 2 0
1 28 28 (ON 10
(4 x0)
(0x0) 2 0 2 0 O
2 23 B2 0
0 bl 10

Bias b9 (1x1x1)

bQ{:,:,0]
Al

Filter W1 (3x3x3)
wl[:,:,0]

0 1 -1
0 -1 0
O E18 ¥
wif:,2,1]
-1 0 0
1 -1 0
1 -1 0
wl[:,:,2]
-1 1 -1
0 -1 -1
18 (O (0

Bias bl (1x1x1)
bl[:,:,0]
0

Output Volume (3x3x2)
o[:,:,0]

33

SN V8 13
8 10 -3

ofs,s,1]
I BRI B

=38 M (O
-3 -8 -5

toggle mgvement

with a weighted sum of itself and nearby pixels. Eg : ?;
(0x1)
. (0x0)
Source pixel 0 x 1)
+(-4x2)
-8
i
Convolution kernel
(emboss) / i 00
: o E o ] 0 0
New pixel value (destination pixel) : o
‘ “ 0 1 0 O
O (O NS 1O (O (O3 [0
ON NI [ON F2 NI (OM [0
O P20 F2 0 NS NI NI (O
0O 0 0 0 0 0 O
From

https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vimage/ConvolutionOperations/ConvolutionO

From http://cs231n.github.io/convolutional-

networks/


https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vImage/ConvolutionOperations/ConvolutionOperations.html
https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vImage/ConvolutionOperations/ConvolutionOperations.html
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- 2D uti .
nput Volume (+pad 1) (7x7x3) Filter WO (3x3x3) Filter W1 (3x3x3) Output Volume (3x3x2)
ea: 2D convolutions
0 0 0 0 1 -l Zalan &3
0= 23 0 — 0 -1 0 35 KT8 i3
Jo]2 o 1 o B B 8 10 -3
0 2 00 1 wi(sz,:,1) of:,:,1)
(4 x0) £ Rl B &
' 0x0) 0 2 0 0 1 0 0 8 -8 -3
Center element of the kernel is placed over the (0 X 0) a2 1 -1 0 310
source pixel. The source pixel is then replaced (0 X 0) 1 2 0 1
with a weighted sum of itself and nearby pixels. (gx :) 0 37 0 ollt o 1 -1 0 =3 g =8
| e - wO[1,7;2) wifs,:,2]
Source pixel (0x1) ollodolo o 1 -1 1 -l
+(-4x2)
e o2 T Lprje| 1 Of BN &
. o 0020 A 8 Bias b (Ix1x1) Bias bl (Ix1x1)
; DN 71 29 2 2 0 bO{:,:,0) bl(:,:,0)
§ 00 L2 0 1 1 0
..... 1 0 0 0 0
Convolution kernel t,1,2 toggle movement
(emboss) 0|0 §o 0 0.0 .
New pixel value (destination pixel) — & .- o fizA4! |1 0 0
N 1 o 1 0 0
0N 05 18 ON 03 08 [0 .
2490 0 1.8 Padding =1
Stride = 2
0O 00 0 0 0 O

From http://cs231n.github.io/convolutional-
networks/

From
https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vimage/ConvolutionOperations/ConvolutionO
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Input Volume (+pad 1) (7x7x3)

ldea:; 2D convolutions

Filter WO (3x3x3)

Padding =1
Stride = 2

0 0 0
0= 23 10 —
Jo]2 o 1 o
0 24 (0N D 1
(B 0020 0
Center element of the kernel is placed over the Eg:g; 1N
source pi)'(el. The source pixel is then replgced (0x0) 1 2 0 1
with a weighted sum of itself and nearby pixels. 0x1) 0 30 ol o
. :g::); 17 wl[:,7,2)
Source pixel 0 010 o 1
oz T ! o] 1
0 12 1 e
010 2 1|9 Bias b (1x1x1)
ON F18 229 12 2 b0{:,:,0) 1
{
0 0 L72 0O
Wlth paddlng we give Sl 38 2 B e
b $,8,2
‘right’ importance to a2l
pixels in the border, while Oz 270 o
. . 1 §O 18 ON 10
with stride we can tune 0010000
. . . UN P18 (O 20 518 (O [0
the inner dimensions of 1111t
0O 00 0 0 0 0O

the network

From
https://developer.apple.com/library/archive/documentation/Performance/Conceptual/vimage/ConvolutionOperations/ConvolutionO

Filter W1 (3x3x3)
wl[:,:,0]

0 1 -l
0 -10
0 -1 1
wl[:,:,1)])
-1 0 0
1 =18 )
1 -1 0

wlf:,:,2]
-1 1 -1

0 -1 -1
1= 0N D

Bias bl (Ix1x1)
bl(:,:,0)
0

Output Volume (3x3x2)
ofs,:,0)

23N 53

a8 KT 3
8 10 -3

of[:,:,1)
-8 -8 -3

31 0
3 8 5

toggle movement

From http://cs231n.github.io/convolutional-

networks/
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Feature maps induced by convolutions: some examples

Original Edge Detect “Strong” Edge

-MIT /Introduction to Deep Learning http://introtodeeplearning.com D ete C‘t
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Feature maps induced by convolutions: some examples

Original Edge Detect “Strong” Edge

-MIT /ntroduction to Deep Learning http://introtodeeplearning.com ? ? ? D e‘te C‘t
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Recap

32x32x3 Image

5x5x3 filter

32 £/
I Convolve the filter with the image
l.e. “slide over the image spatially,
computing dot products”

32

F.Li, J. Johnson, S. Yeung. Stanford C5237n Convolutional Neural Networks for Visual Recognition http.//cs231n.stanford.edu/



http://cs231n.stanford.edu/

Recap

activation map

__— 32x32x3 image
5x5x3 filter

V
= __. W

convolve (slide) over all
spatial locations

32 28

3 1

stride =1,
no padding

F.Li, J. Johnson, S. Yeung. Stanford C5231n Convolutional Neural Networks for Visual Recognition http.//cs231n.stanford.edy,
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Recap

__— 32x32x3 image
5x5x3 filter

V
—0 |

convolve (slide) over all
spatial locations

32

F.Li, J. Johnson, S. Yeung. Stanford C5231n Convolutional Neural Networks for Visual Recognition http.//cs231n.stanford.edy,

activation map
activation maps

28

/ 28

1

stride =1,
no padding


http://cs231n.stanford.edu/

Recap

32

Convolution Layer

32

F.Li, J. Johnson, S. Yeung. Stanford C5237n Convolutional Neural Networks for Visual Recognition http.//cs231n.stanford.edu/

activation maps

28

28


http://cs231n.stanford.edu/

Receptive field

32

ﬂ 50000 | %

32 28

F.Li, J. Johnson, S. Yeung. Stanford C5231n Convolutional Neural Networks for Visual Recognition http.//cs231n.stanford.edy,

E.g. with 5 filters,
CONV layer consists of

neurons arranged in a 3D grid
(28x28x95)

There will be 5 different
neurons all looking at the same
region in the input volume


http://cs231n.stanford.edu/

Pros of 2D convolutions

- Use convolution filters (weights) to extract local features
- Use multiple filters to extract different features

- Filter parameters are shared spatially across the whole input
depth

Layer Dimensions:
239 hxwxd

@* D000 |

where h and w are spatial dimensions
d (depth) = number of filters

| ] Stride:

Filter step size

Receptive Field:
Locations in input image that
a node is path connected to

32 Widdh

3

-MIT Introduction to Deep Learning http://introtodeeplearning.com
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Deep Learning: we stack different layers!

32 28 24

CONYV, CONYV, CONYV,
RelLU RelLU RelLU
e.g.6 e.g. 10
SX5x3 5x5x6
filters 28 filters

32 24

F.Li, J. Johnson, S. Yeung. Stanford C5237n Convolutional Neural Networks for Visual Recognition http.//cs231n.stanford.edu/



http://cs231n.stanford.edu/

Make extracted features rich, robust and low-
dimensional
- Introduce non-linearity: apply non-linear

- Downsample and preserve spatial invariance:
pooling :
A [
.| D 2 | 4 |
max pool with 2x2 filters
e 7 | 8 and stride 2 6| 8 ‘ B 1
3 | 2 3 = g(z) = max (0, z)
1 2 3 4 |) Reduced dimensionality
2) Spatial invariance

>

y

-MIT Introduction to Deep Learning http://introtodeeplearning.com
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Dimensionality reduction (optional)

- While to reduce width and height we can exploit pooling (or bigger
strides), to reduce depth we can use 1d convolutions

1d convolutions

WA/v Ixl convolutions?

o Efficiency: reduces the depth (number of
channels). Width and hejght are wunchornged.

7\ :-= = 7o reduce +Ae horizontod dimensions, you
: :=: would use pooling (or increase the stride of
/0 = := 5 the conv).
EEE= Wejght=
: :=: /x| x]0 ® The Ixl conv computes A wejghted sum of
vV BRI /r/pod' chonnels (or Feoatures). This adlows i+ +o
'select certoin combindtions of Features +HAat
are usetul downstreon.
/\
/

\/ -https://github.com/GoogleCloudPlatform/tensorflow-without-a-
phd
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Now put it all together to perform classification

- We apply back-propagation to train model (weights for convolution and dense layers)

- Cross entropy loss

P

J(8) = Z'y(i) log(y®)

— CAR
— TRUCK
— VAN

?"’a

£
-

JiBREREED

1T TTTT1]

S EEEEEERI

O
I
w
)
<
(2]
-
m

’ \‘
INPUT CONVOLUTION + RELU POOLING CONVOLUTION + RELU POOLING FLATTEN co:aUngrm SOFTMAX

Y b 3

FEATURE LEARNING CLASSIFICATION

-MIT /ntroduction to Deep Learning http://introtodeeplearning.com
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Now put it all together to perform classification

- Extract high-level features from last conv and pool layer
- Add fully connected layers to learn complex transformation of the features

- Output expressed as probability distribution over classes

— CAR
— TRUCK
— VAN

[TTIT]
T

|
JENNENEER

~
-— - e

a7 il L S

FLATTEN FULLY SOFTMAX

CONNECTED
L% »
L

Vi
We’ll see softmax on next softmax(y;) = S o
lecture e

-MIT Introduction to Deep Learning http://introtodeeplearning.com
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Now put it all together to perform classification

- Convolution to learn local features from input image

- Introduce non-linear activation

- Reduce dimensionality and preserve local translation invariance with pooling

pZ
y
Z
S
4
72
Z

A

JL /,,/' g INPUT CONVOLUTION + RELU POOLING CONVOLUTION + RELU POOLING

FEATURE LEARNING

-MIT /ntroduction to Deep Learning http://introtodeeplearning.com
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One feature extraction tool, many tasks!

FEATURE LEARNING

You can use feature learning part
to perform a variety of tasks!

LESIONS LEARNT

-MIT Introduction to Deep Learning http://introtodeeplearning.com
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An overview of famous architectures and datasets



LeNet (LeNet-5)

Once upon atime... LeNet [LeCun et al., 1998]
- 5x5 conv filters with stride 1

- 2x2 pooling with stride 2

C3:f. maps 16@10x10
C1: feature maps S4: f. maps 16 @5x5

A 6@28x28
r CS5: layer Fg. layer OUTPUT
I 10
\

32x32 S2: f. maps
6@14x14 120 84

I'r

‘ — |
‘ ‘ Full conAection ‘ Gaussian connections

Convolutions Subsampling Convolutions  Subsampling Full connection

B

CONV-POOL-CONV-POOL-FC-FC architecture



0000006 QopOoOOCY (OO

A U T U R ARV A 2 L U A A A |

MNIST(1998) 2Ad2AIIP 22122 A2A
: - Y 3333333355333 3333
Handwritten digits recognition U gt Q4 A9 Y4Yg ggdd o\ gy
10 classes (of course!) 555855 S$SS559s 58554579
b &6 6 b GG b bbbace 66 6l

60k training images (28x28), 10k test images T792777HT7T20 71 2F7 77
Gravscale imaaes ¥ 3 5 8 8P ¢ 3P TT S & ¢ 8
y J 999939%949494499 9

MNIST: Modified National Institute of Standards
and Technology database

%m rlﬂ‘\"" 5 | pesearcH
answer: 0

Q)

i

Original NIST: training dataset was taken from

American Census Bureau employees, while the
testing dataset was taken from American high
school students

Available on Tensorflow

LeNet on MNIST was the first real NN application!

AT 2Ll |1

e v SRS “YSTe Famyls B
A

MNIST is not much of a challenge anymore...

J
0
5

-



- 10 classes

Fashion MNIST (2017)

£

- Clothing classification

= N

| -} e b 5§
: sT=ae W

- 60k training images (28x28), 10k test images
- Grayscale images
- Available on Tensorflow

- More challenging then MNIST

zalando
research

S
b
]
i
il
@
b
=~




Cifar10 (2010)

10 classes

60k images (32x32)

Balanced dataset: 6000 images each
Colour images

It is a labeled subset of the 80 million tiny
image dataset

Available on Tensorflow

Widely used for research nowadays

MIT https ://groups .csail.mit.edu/vision/Tinylmages, /

CIFAR

CANADIAN
INSTITUTE
FOR
ADVANCED
RESEARCH

plane  «car bird cat r dog frog horse

AREEREETLE
TP
a0 0 0 s
SEEORRDT
T
S
ST P



https://groups.csail.mit.edu/vision/TinyImages/

Cifar100 (2010)

100 classes
60k images (32x32)

Balanced dataset: 600
images each

Colour images

It is a labeled subset of
the 80 million tiny image
dataset

Available on Tensorflow
Widely used for research

nowadays (less than
Cifar10)

MIT https://groups.csail.mit.edu/vision/Tinylmages/

CIFAR

CANADIAN
INSTITUTE
FOR
ADVANCED
RESEARCH

V" » apple, n » aquarium fish, r » baby, » bear, “ » beaver, ﬂ » bed, ' » bee, . » beetle, ‘;é » bicycle,

P
()
'7’ » bottle, H » bowl, a » boy, d » bridge, E » bus, ﬁ » butterfly, 5 » camel, m » can, E » castle,
[
i

» caterpillar,

" - S — . -
w » cattle, g » chair, » chimpanzee, i » clock, ‘ » cloud, ‘\ » cockroach, ’ » couch,
A h‘
S - crab, E » crocodile, - » Cup, F » dinosaur, » dolphin, ‘ » elephant, Eh » flatfish, . » forest,
» fox, &'p »girl, ‘a » hamster, !E] » house, E » kangaroo, » computer keyboard, /q: » Lamp, k » Lawn-mower,
- i
. » Leopard, » Lion, . » Lizard, E » lobster, m » man, . »maple tree, u » motorcycle, . » mountain,
’ » mouse, » mushroom, ‘ »0oak tree, »orange, Bgsd - orchid, L »otter, »palm tree, ‘ » pear,
w » pickup truck, . »pine tree, i »plain, o »plate, = )poppy, » porcupine, ‘ » possum, . » rabbit,
o | » raccoon, | » ray, » road, >rocket, \ » rose, »sea, >seal » shark, » shrew,
» 1“ —
' » skunk, ‘ » skyscraper, . »snail, ' » snake, m » spider, E »squirrel, ' » Streetcar, . » sunflower,
B aa ad N
» Sweet pepper, H » table, a » tank, » telephone, n » television, ﬁ » tiger, E » tractor, » train,
3 : A Y
E » trout, » tulip, >turtle, »wardrobe, = »whale, ‘ »willow tree, »wolf, w » woman, »worm
» - J

A,



https://groups.csail.mit.edu/vision/TinyImages/

Imagenet (2009)

- 21841 classes

- 14Mimages with
different
dimensions and
resolutions (many
apply resize to
256x256)

“Elongated crescent-shaped yellow fruit with soft sweet flesh”

- Unbalanced | 3
dataset - .
N ‘. ‘\ ‘ i 3 o £ ‘ ( %
- Colourimages
- Lead developer Fei- ™ . .
Fei Li o

MIT https://groups.csail.mit.edu/vision/Tinylmages/ | 409 pictur‘es of bananas.
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b | s lmle B [ leo BRIl < Bl =[S L7 & (@[ S o [GICH LEFaTs» FREa N &1 351 pe
SAaEEYLA ~dd+Da*Mi @ SA s alEoelsFoa T TN 5D INE.melT

CaEMEnNENlus-AElERTOEN TS Cee BRaNm s BONOeEHCIIREE - Wi
Bri sH e T gl b BoWE0d>EE v = cImewvye . -~ w2

ImageNet Large Scale Visual Recognition Challenges

Bl S FHB sl ) (EECOSEBEREY 'O “EBSYE 18
ﬁ-ﬂiﬂ.al\\'-HA«v/uw;\_e!.~ B e o aF19
R Tl N B uar-u--.&aadua-a---n»-
‘H-Iﬁ.-rélo.-ﬂn'--hl/ﬁ 1 AR Y | FREY BN e

Classification task: produce a list of object categories present in image. 1000
categories.

“Top 5 error”: rate at which the model does not output correct label in top 5
predictions



An overview on the most famous architectures

Imagenet — visual recognition challenge with 1000 classes.

Winners:
30

25
20
15
10

5

28.2

152 layers| |152 layers| |152 layers

A A A

19 layers| |22 layers|

7.3 67/ .
Blicah
H B =

shallow

2010 2011 2012 2013 2014 2014 2015 2016 2017 Human
Lin et al Sanchez & W Krizhevsky et al§  Zeiler & Simonyan & Szegedy et al He et al Shao et al Hu et al Russakovsky et al
Perronnin (AlexNet) Fergus Zisserman (VGG) (GoogLeNet) (ResNet) (SENet)

First CNN-based winner



AlexNet

AlexNet (2012) renewed interest in CNN. Softmax Full (simplified) AlexNet architecture:
227x227x3] INPUT

. FC 1000
It uses: — 55x55x96] CONV1: 96 11x11 filters at stride 4, pad 0
RELU (first use) FC 4096 27x27x96] MAX POOL1: 3x3 filters at stride 2
) ST USE FC 4006 27x27x96] NORM1: Normalization layer

27x27x256] CONV2: 256 5x5 filters at stride 1, pad 2
13x13x256] MAX POOL2: 3x3 filters at stride 2

- Layer normalization

_ Dropout 13x13x256] NORM2: Normalization layer
13x13x384] CONV3: 384 3x3 filters at stride 1, pad 1
- MaxPooling 13x13x384] CONV4: 384 3x3 filters at stride 1, pad 1
13x13x256] CONV5: 256 3x3 filters at stride 1, pad 1
- Momentum 6x6x256] MAX POOL3: 3x3 filters at stride 2

4096] FC6: 4096 neurons
4096] FC7: 4096 neurons
1000] FC8: 1000 neurons (class scores)

- Data augmentation in training

| e B snsun B e B e B s B e B s B e B e B s B e B s B s B e |

Input

AlexNet

From: http://cs231n.stanford.edu - Krizhevsky, Alex, llya Sutskever, and Geoffrey E. Hinton. "Imagenet
classification with deep convolutional neural networks." Advances in neural information processing
svstems 2012



http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks
http://cs231n.stanford.edu/

AlexNet

AlexNet (2012) renewed interest in CNN.

Data Augmentation:

a. No augmentation (= 1 image

It uses:

- RELU (first use)

- Layer normalization
- Dropout

- MaxPooling

- Momentum

- Data augmentation in training

From: http://cs231n.stanford.edu - Krizhevsky, Alex, llya Sutskever, and Geoffrey E. Hinton. "Imagenet
classification with deep convolutional neural networks." Advances in neural information processing
svstems. 2012
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http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks

AlexNet

AlexNet (2012) renewed interest in CNN.

It uses:
55
- RELU (first use) » 1
7 13 13 13
- Layer normalization T el |
e — 13 AN 2 13 >
27 3% ., 3 13 3 >
- Dropout el . i L1\ /L
27 138 ‘\:,‘;',f’ 192 192 128 2048 2048
. 7N 13 13 13
- MaxPoollng N 3 [ N—3% 1000
Y ol M\l13 EAN | 27 {13 »| |Dense
- Momentum V F SN IN27 3 ‘ | - 1 P2y 13 Dense| |Dense
5\ |- 3 |-
224 . { 5| 192 192 128 g1 L |
. . . . Stridd 128
- Data augmentation in training [ o o Pooling 2048
3 a3  Pooling Pooling
Local Response Local Response
Normalization Normalization

62. 3 million ?arameters the original p?per showed that
the depth of the model was essential for its h
performance, which was computatlonad/ expenswe but
Jrcnade feasible due to the utilization of (GPUs) during
raining.

From: http://cs231n.stanford.edu - Krizhevsky, Alex, llya Sutskever, and Geoffrey E. Hinton. "Imagenet

classification with deep convolutional neural networks." Advances in neural information processing
svstems 2012
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An overview on the most famous architectures

Imagenet — visual recognition challenge with 1000 classes.

Winners:
30 282
152 layers| |152 layers| |152 layers
A A A
16-4
19 layers| W2 layers
7.3
an 5.1
E e e B
2010 2011 2012 2013 2014 2015 2016 2017 Human
Lin et al Sanchez &  Krizhevsky etal  Zeiler & Simonyan & He et al Shao et al Hu et al Russakovsky et al
Perronnin (AlexNet) Fergus (ResNet) (SENet)

First really «deep»
network



VGG

VGG (2014);

- many small convolutional filters
stacked together before pooling

- very deep (at the time) with 16/19
layers

From: http://cs231n.stanford.edu

| Softmax |

FC 1000

FC 4096

FC 4096

Pool

Pool

Pool

|
1
L
L
|
|
|
|
|
|
|
|

[

J
]
]
]
]
]
]
]
]
]
]
]

AlexNet

| Softmax J

| FC 1000 |
| Softmax ] | FC 4096 ]
[CFciooo_ 1 [C__rfcaos ]
| FC 4096 ] | Pool |
l FC 4096 ] | 12|
| Pool ] | nv, 512 |
l x ] | onv, 512 ]
l | | nv, 512 |
| 3 conv, ! | | Pool ]
[ Pool ] | ]
| col ] | J
| ] | ]
| r ] | ]
| Pool 1 | Pool |
| r ] | : ]
| l ] | w ]
| Pool ] | Pool ]
| r ] | , ]
L r ] | 0v, ]
| Pool ] | Pool |
| ) cony ] | ]
| ) CO ] |  con ]
| Input ] | Input |

VGG16 VGG19


https://arxiv.org/abs/1409.1556
http://cs231n.stanford.edu/

VGG

From: http://cs231n.stanford.edu

Wait. Why using

smaller conv filters?

L_Softmax _J

FC 1000

FC 4096

Pool

3x3 conv, 256

3x3 conv, 384

J
|
FCa006 ]
J
J
]

AlexNet

| Softmax J

[C_Fciooo_]
__Softmax ] [C_FCa0%6_ ]
[CFciooo ] [_Fcaoes ]
a1 | Pool ]
| E(_: 4096 | I 3x3conv,512 |
[ Pool ] [ 33conv.512 |
I 3x3conv.512 ] | 3x3conv.512 |
L 33conv,512 | [ 3x3conv,512 |
[ 33conwv.512 1 | Pool ]
| F-DO_O_l ] | 3x3conv,512 |
L 33conv,512 | | 3x3conv,512 |
I 3x8conv,512 | | 3x3conv.512 |
I 8x3conv,512 | | 8x3conv.512 |}
[ Pool ] | Pool ]
I 3Bconv,256 | | 3x3conv,256 |
I 3x8conv,256 | | 3x3conv,256 |
[ Pool ] | Pool ]
I 3x3conv, 128 | I 3x3conv, 128 |
I 3x3conv, 128 | I 3x3conv, 128 |

[ Pool ]

L 3x3conv.64 |

I 3x3conv.64 |}

[ Input ]

VGG19
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Consider a stack of three 3x3

VGG conv layers.

____Softmax
Which is the receptive field of — | : —
: : : max 4
this hidden unit? e
| FC 4096 ] | Pool
| FC 4096 Ny 3 nv, 51
/ | Pool . onv, 512
/ Layer 3 ooz ] | 512
ooz ] | 512
L_3x3conv, 5 ] | Pool
l Pool ] |
| Softmax ] L_33conv,512 ] | ny
Layer 2 ciowo ] 8oz ] [33con
[_fcaom ] Faeanse] |
[_Fcao% ] [ Pool ] | Pool
l Pool | L_3x3 conv, 2 ] |  ConV
Layer 1 ' - Lo e 11 :
L ] l Pool ] | Pool
| Pool | [ 3x3 conv, 1 ] | } col
| L [ 3x3 conv, 1 ] | v,
l Pool | Pool l Pool
L_5x ]  conv, § |
[ 7ix11 conv. 96 ] [  Cons
| Input | Input | Input
AlexNet VGG16 VGG19

From: http://cs231n.stanford.edu
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Consider a stack of three 3x3

VGG conv layers.

____Softmax
Which is the receptive field of — | : —
: : : max 4
this hidden unit? e
| FC 4096 ] | Pool
| FC 4096 Ny 3 nv, 51
/ | Pool . onv, 512
/ Layer 3 ooz ] | 512
ooz ] | 512
L_3x3conv, 5 ] | Pool
l Pool ] |
| Softmax ] L_33conv,512 ] | ny
Layer 2 ciowo ] 8oz ] [33con
[_fcaom ] Faeanse] |
[_Fcao% ] [ Pool ] | Pool
l Pool | L_3x3 conv, 2 ] |  ConV
Layer 1 ' - Lo e 11 :
L ] l Pool ] | Pool
| Pool | [ 3x3 conv, 1 ] | } col
| L [ 3x3 conv, 1 ] | v,
l Pool | Pool l Pool
L_5x ]  conv, § |
[ 7ix11 conv. 96 ] [  Cons
| Input | Input | Input
AlexNet VGG16 VGG19

From: http://cs231n.stanford.edu
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Consider a stack of three 3x3

VGG conv layers.

____Softmax
Which is the receptive field of — | : —
: : : max 4
this hidden unit? e
| FC 4096 ] | Pool
| FC 4096 Ny 3 nv, 51
| Pool . onv, 512
Layer 3 ooz ] | 512
ooz ] | 512
L_3x3conv, 5 ] | Pool
l Pool ] |
| Softmax ] L_33conv,512 ] | ny
Layer 2 ciowo ] 8oz ] [33con
[_fcaom ] Faeanse] |
[_Fcao% ] [ Pool ] | Pool
l Pool | L_3x3 conv, 2 ] |  ConV
Layer 1 ' - Lo e 11 :
L ] l Pool ] | Pool
| Pool | [ 3x3 conv, 1 ] | } col
| L [ 3x3 conv, 1 ] | v,
l Pool | Pool l Pool
L_5x ]  conv, § |
[ 7ix11 conv. 96 ] [  Cons
| Input | Input | Input
AlexNet VGG16 VGG19

From: http://cs231n.stanford.edu
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Consider a stack of three 3x3

VGG conv layers.

___Softmax
Which is the receptive field of ————
is hi i Softmax FCa
this hidden unit? — 1
[C_—fcaoee__ 1 | Pool
C_fcaoo ] | e
| Pool . onv, 512
Layer 3 Coomsiz ] | TP
| 3 conv, ! | | Pool
| Pool ] | 3 conv, 512
Layer 2 [ Fciooo ] [ 1 ] |
| FC 4096 | L 3 cor . conv, 512
[_Fcao% ] [ Pool ] | Pool
| Pool | | 3conv, 266 | |  Con\
Layer1 | ) Cageon256 ] [C3dco
L 7 J | Pool Nl 3 Pool
| Pool | L 3 conv, 1 ] L  Conv,
I ] S8oonvizs ] |
L Pool ] Pool | Pool
L_5x! ] } conv, ¢ [
_11x11conv. 96 | 3 conv |
| Input | Input | Input
AlexNet VGG16 VGG19

From: http://cs231n.stanford.edu
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Consider a stack of three 3x3

VGG conv layers.

| Softmax |

Which is the receptive field of e e

this hidden unit? [ Ec1ooo ] [_Ffcaoe, ]

[ Fca0% 1 [ Pool ]

Same as one layer with 7x7 — 7

conv filters. Coowse ] ooz ]

L onv,512 | | 3x3conv,512 |

T I 0T 1 Lavers oot Cotmoar ]

o | Pool I | 3x3conv.512 |

Still, 138M parameters for VGG16! = —

oomsz ] [ 512

[ 2 ] CEEowsr ] [ 517 ]

‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ | 224222 | | Pool ke 3 Pool |

l Pool | I 3 cony, 256 l [ ) l

But three layers mean more non-linearities, i.e. more =~ ——— —
complex features... —— s | )
L_3x3conv, 384 ] | onv, 128 | [ v, 128 |

.. and fewer parameters! e _
| 11x11conv,96 | X3 conv, 64 | 3conv, 64 |

C channels (e.g. C=3 for RGB images): 1 o — - r—
AlexNet VGG16 VGG19

- 7x7 conv has 72 x C = 147 parameters

From: http://cs231n.stanford.edu

- 3lavers of 3x3 conv have 3x (32 x C) = 81
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An overview on the most famous architectures

Imagenet — visual recognition challenge with 1000 classes.

Winners:
30 282
152 layers| |152 layers| |152 layers
A A A
16.4
11.7 22 layers |
an 5.1
E e e B
2010 2011 2012 2013 2015 2016 2017 Human
Lin et al Sanchez &  Krizhevsky etal  Zeiler & Simonyan & Szegedy et al He et al Shao et al Hu et al Russakovsky et al

Perronnin (AlexNet) Fergus  Zisserman (VAG) (GoogLeNet) (ResNet) (SENet)



GooglLeNet

Inception + GooglLeNet (2015)-introduces
parallel conv blocks (inception)

From: http://cs231n.stanford.edu

S =
{ —

Previous Layer

Inception module

From: http://cs231n.stanford.edu



https://www.cv-foundation.org/openaccess/content_cvpr_2015/html/Szegedy_Going_Deeper_With_2015_CVPR_paper.html
http://cs231n.stanford.edu/
http://cs231n.stanford.edu/

GooglLeNet

Preserves spatial dimensions, but
reduces depth! Feature maps (depth)
are projected to lower dimension

Inception + GooglLeNet (2015)- introduces —
parallel conv blocks (inception) X1 CONV
56 with 32 filters 56
(each filter has size
1x1x64, and performs a
64-dimensional dot
56 product) 56
Cleverly uses 1x1 convolutions 64 2
28x28x480
28x28x(128+192+96+256) = 529k e
Filter
= 28x28x128 _ 28x28x192  28x28x96  28x28x64
28x28x128 __ 28x28x192 ~ 28x28x96  28x28x256 s N B
1x1 conv, ‘ 3x3 conv, 5x5 conv, 3 128 192 9% 64
x3 pool ‘ 2
1%' 28x28x64  28x28x64  28x28x256
SRS — 1 L
1x1 conv, 1x1 conv,
: 2 3x3 pool
Module input: Input \ %\ L“’/'
28x28x256 ~——
MOdUIe mpUt- Previous Layer
28x28x256

Naive Inception module
Inception module with dimension reduction

From: http://cs231n.stanford.edu From: http://cs231n.stanford.edu
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GOOg LeNet Preserves spatial dimensions, but

Inception + GooglLeNet (2015)-introduces [1x1 conv, 64] 28x28x64x1x1x256
. - [1x1 conv, 64] 28x28x64x1x1x256

parallel g

Conv Ops:
[1x1 conv, 128] 28x28x128x1x1x256
[3x3 conv, 192] 28x28x192x3x3x256
[5x5 conv, 96] 28x28x96x5x5x256
Cleverly | Total: 854M ops

[1x1 conv, 128] 28x28x128x1x1x256
[3x3 conv, 192] 28x28x192x3x3x64
[5x5 conv, 96] 28x28x96x5x5x64
[1x1 conv, 64] 28x28x64x1x1x256
Total: 358M ops

28x28x480
28x28x(128+192+96+256) = 529k e
Filter A
- 28x28x128 _ 28x28x192  28x28x96  28x28x64
28x28x128 __ 28x28x192 ~ 28x28x96  28x28x256 et EEGT EE
1x1 conv, 3x3 conv, 5x5 conv, 128 192 96 64
12 192 96 s pool
W 28x28x64  28x28x64  28x28x256
1 | 1
1x1 conv, 1x1 conv
) 2 4 3x3 pool
Module input: Input 6@\4?4//,
28x28x256 ;
MOdUIe IanIt: Previous Layer
28x28x256

Naive Inception module
Inception module with dimension reduction

From: http://cs231n.stanford.edu From: http://cs231n.stanford.edu
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GooglLeNet

Full GooglLeNet
architecture

Auxiliary classification outputs to inject additional gradient at lower layers
(AvgPool-1x1Conv-FC-FC-Softmax)

From: http://cs231n.stanford.edu
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An overview on the most famous architectures

Imagenet — visual recognition challenge with 1000 classes.

Winners:

30 282

152 layers| f152 layers| |152 layers

A A A

19 layers| |22 layer ‘

16.4
11.7
7-3 6.7 J
5.1

2010 2011 2012 2013 2014 2014 2015 2016 2017 Human

Lin et al Sanchez &  Krizhevsky etal  Zeiler & Simonyan & Szegedy etfl He et al Shao et al Hu et al Russakovsky et al
Perronnin (AlexNet) Fergus  Zisserman (VGG) (GoogLeNeH) (ResNet) (SENet)




ResNet

Why not stacking more and more layers?

Test error
[

lterations

From: http://cs231n.stanford.edu
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ResNet

ResNet (2015) — very deep model (152
layer) with shortcut connections

o HX)=F(X) + X ~_

H(x)

relu

conv
X
“Plain” layers

From: http://cs231n.stanford.edu

F(x) + x

F(x)

I relu

X
Residual block

X
identity

Use layers to
fit residual
F(x) = H(x) - X
instead of
H(x) directly

From: http://cs231n.stanfo

—
e
L conv, 64 | .
 E———
A A L)



https://www.cv-foundation.org/openaccess/content_cvpr_2016/html/He_Deep_Residual_Learning_CVPR_2016_paper.html
http://cs231n.stanford.edu/
http://cs231n.stanford.edu/

ResNet

ResNet training:

28253?6 - Batch Normalization after every CONV layer

- Xavier/2 initialization from He et al.
- SGD + Momentum (0.9)

- Learningrate: 0.1, divided by 10 when
T validation error plateaus

- Mini-batch size 256

08x28x256 - Weight decay of 1e-5

input

, - No dropout used
For ResNet with

more than 50
layers

From: http://cs231n.stanford.edu
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State of the art is always on the move...

Image Classification on ImageNet

Leaderboard Dataset
View Top 1 Accuracy v by Date v for All models v
100 —
NoisyViT-B (384res, ImageNet-21k pretrain)
*“f__¥77%7}
0 Meta Pseudo Labels (EfficientNet-L2)  ViT-G/14 Model soups BASIC-L) —
FixResNeXt-101 32x48dp—® '
> _ PNASNetz5—®—— = '
O SlmpIeNetVI—9[{1—£gr7e£t;lib_els__._g o
% 80 ResNetz152—°
< /
/
: 70 FireCaffe (GooglLeNet)
o O
'_
60
50
2016 2017 2018 2019 2020 2021 2022 2023

Other models -e- State-of-the-art models

https://paperswithcode.com/sota/image-classification-on-imagenet
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Is not all about accuracy...
EfficientNet

Tan,M,, & Le, Q. (2019, May).
Efficientnet: Rethinking model
scaling for convolutional neural
networks. In /nternational
Conference on Machine
Learning (pp. 6105-6114). PMLR.

EfficientNet-B7
84 1

(0.9)
(SV]

.®
.
.®
.

0.]
]

Imagenet Top 1 Accuracy (%)

P
T 7 :
¢~ Xception
I T
8 | : eResNet-152 Topl Acc. #Params
" ResNet-152 (He et al,, 2016) | 77.8% 60M
| ;DenseNet-201 EfficientNet-B1 788%  7.8M
BO - ResNeXt-101 (Xie etal., 2017)| 80.9% 84M
61 1 - ° EfficientNet-B3 81.1% 12M
I ResNet-50 SENet (Hu et al., 2018) 827%  146M
1 - NASNet-A (Zophet al., 2018) | 82.7% 8OM
! .I tion-v2 EfficientNet-B4 82.6% 19M
2l 4 nception-v. GPipe (Huang etal, 2018) T | 843%  556M
NASNet-A Effﬁciel'ltNet-B7 84.4% 66M
° Not plotted
ResNet-34
0 20 40 60 80 100 120 140 160 180

Number of Parameters (Millions)

Figure 1. Model Size vs. ImageNet Accuracy. All numbers are
for single-crop, single-model. Our EfficientNets significantly out-
perform other ConvNets. In particular, EfficientNet-B7 achieves
new state-of-the-art 84.4% top-1 accuracy but being 8.4x smaller
and 6.1x faster than GPipe. EfficientNet-B1 is 7.6x smaller and
5.7x faster than ResNet-152. Details are in Table 2 and 4.



What do CCN see?



What do CNN see? Visualize the layers

AlexNet 1CONYV layer AlexNet 2CONV layer

From: http://cs231n.stanford.edu
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What do CNN see? Embedding space for features

We can consider k-nearest neighbors in embedding space for last FC layer:

Testimage L2 Nearest neighbors in feature space

Krizhevsky et al, “lmageNet Classification with Deep Convolutional Neural Networks”, NIPS 2012.

From: http://cs231n.stanford.edu
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What do CNN see?
Embedding space for
features

We can plot final FC
embedding layer by means of
dimensionality reduction, e.g.
tSNE (more powerful than PCA)
or UMAP

Van der Maaten and Hinton, “Visualizing Data using t-SNE”, JMLR 2008

From: http://cs231n.stanford.edu
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What do CNN see? Maximally
activating neuros

-

We can compute maximally
activating patches.

TP

)

Run many images through the
network, record values of
chosen channel (e.g. channel
17/128 in convb).

=

Visualize image patches that
correspond to maximal

activations.
Springenberg et al, “Striving for Simplicity: The All Convolutional Net”, ICLR Workshop 2015 Figure copyright Jost Sl 5 \‘“ e "(f’ - ﬂ =
Tobias Springenberg, Alexey Dosovitskiy, Thomas Brox, Martin Riedmiller, 2015; . R ! “ , )
i -

—

From: http://cs231n.stanford.edu
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What do CNN see? Most relevant pixels

Saliency maps, e.g. by occlusion:

- (== {— JHNI—'JH\ .
P(elephant)=0,9

African elephant, Loxodonta africana

5

lax 128 ax
pocling pooling

\\\\\

Zeiler and Fergus, “Visualizing and Understanding Convolutional Networks”, ECCV 2014

From: http://cs231n.stanford.edu
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Thank you!

Gian Antonio Susto




