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Before starting: Mock programming exam 
available on the git page of the course!

https://github.com/amco-
unipd/ML_lab_DEI_public 

exam_simulation.ipynb

exam_utiles.py

Titanic dataset:

https://github.com/amco-unipd/ML_lab_DEI_public
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Before starting: Mock programming exam 
available on the git page of the course!
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unipd/ML_lab_DEI_public 

exam_simulation.ipynb

exam_utiles.py

Titanic dataset:

Focus on trees and ensemble 

https://github.com/amco-unipd/ML_lab_DEI_public
https://github.com/amco-unipd/ML_lab_DEI_public


Reference Material (used for this presentation):

- MIT Introduction to Deep Learning http://introtodeeplearning.com

- L. Fridman Deep Learning https://deeplearning.mit.edu/  

- I. Goodfellow, Y. Bengio, A. Courville. Deep learning. MIT press, 2016.

- G. Prando. Seminars on Deep Learning. UniPD, 2017 (Not available on-line)

- ImageNET http://www.image-net.org/

- C. Szegedy et al. Going Deeper with Convolutions CVPR2015

- B. Turovsky Found in translation: More accurate, fluent sentences in Google Translate 
https://www.blog.google/products/translate/found-translation-more-accurate-fluent-sentences-google-translate/

- A. Ng Nuts and Bolts of Applying Deep Learning https://www.youtube.com/watch?v=F1ka6a13S9I

- I.  Goodfellow et al. Explaining and harnessing adversarial examples ICLR 2015

- A. Siarohin et al. First Order Motion Model for Image Animation NeurIPS 2019

Other references:

- Wired Interview with Geoffry Hinton 13/05/2019

- https://paperswithcode.com/

- The Journal of Open Source Software https://joss.theoj.org/ 

http://introtodeeplearning.com/
https://deeplearning.mit.edu/
http://www.image-net.org/
https://www.blog.google/products/translate/found-translation-more-accurate-fluent-sentences-google-translate/
https://www.youtube.com/watch?v=F1ka6a13S9I
https://www.wired.com/story/ai-pioneer-explains-evolution-neural-networks/?fbclid=IwAR1-lkksIYf-1q3LHAUu-nCnjlBsm53LvnguZOMLINRpqxsWJELKDpWZu1Q
https://paperswithcode.com/
https://joss.theoj.org/


O u r  q u e s t  f o r  m o d e l s  w i t h  h i g h  r e p r e s e n t a t i o n a l  p o w e r !



Machine Learning Approaches

Neural 
Networks 
(Deep 
Learning)



Neural Networks / Deep Learning



Artificial 
Intelligence (AI)

Machine Learning 
(ML)

Deep Learning (DL) 
– Neural Networks

Generative AI 
(GenAI)

• ‘Machines’ that can mimic 
human behaviour

• ‘Machines’ that can mimic 
human behaviour thanks to 
data

• A particular type of 
‘Machines’ that can mimic 
human behaviour thanks to 
data

• 'Creative' models: not 
deterministic output

The keywords



AI is the hottest topic in science… and 
mostly because of Deep Learning!



AI is the hottest topic in science… and 
mostly because of Deep Learning!

https://alphafold.ebi.ac.uk/



Deep Learning

Deep Learning
Deep Learning

Machine Learning



Nowadays, when people talk about AI, they 
typically have deep learning-based 
technologies in mind…



There are 4 principal reasons for choosing 
Deep Learning as a modeling tool 

• Performances 

G. Prando. Seminars on Deep Learning. UniPD, 2017

A dataset with 
more than 14 Million 
annotated images 
of 20k categories
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Deep Learning has been 
disruptive in Computer Vision



There are 4 principal reasons for choosing 
Deep Learning as a modeling tool 

• Performances

https://www.blog.google/products/translate/found-translation-more-accurate-fluent-sentences-google-translate/

Usage of Neural 
Machine 
Translation by 
Google Translate 
(15 November 
2016)

https://www.blog.google/products/translate/found-translation-more-accurate-fluent-sentences-google-translate/


There are 4 principal reasons for choosing 
Deep Learning as a modeling tool 

• Performances

https://www.blog.google/products/translate/found-translation-more-accurate-fluent-sentences-google-translate/

Usage of Neural 
Machine 
Translation by 
Google Translate 
(15 November 
2016)

Deep Learning has also been 
disruptive in NLP

https://www.blog.google/products/translate/found-translation-more-accurate-fluent-sentences-google-translate/


There are 4 principal reasons for choosing 
Deep Learning as a modeling tool 

• Performances

ChatGPT (Generative Pre-
trained Transformer): a ‘super’ 
chatbot launched by OpenAI in 
November 2022.

ChatGPT is based built on top of 
a GPT-X language model



Everyone talks about AI Deep Learning!















Multi-modal tasks!

https://openai.com/
blog/dall-e-3-is-
now-available-in-
chatgpt-plus-and-
enterprise 
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Multi-modal tasks!



Not only ChatGPT!

https://stablecog.com/generate 

https://stablecog.com/generate
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There are 4 principal reasons for choosing 
Deep Learning as a modeling tool 

• Performances

• Procedural

I. Goodfellow, Y. Bengio, A. Courville. Deep learning. MIT press, 2016.

L. Fridman MIT Deep Learning https://deeplearning.mit.edu/  

https://deeplearning.mit.edu/
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There are 4 principal reasons for choosing 
Deep Learning as a modeling tool 

• Performances

• Procedural

• Uniqueness

• Coolness :-)

https://medium.com/lessons-from-history/he-
used-ai-to-see-todays-looks-of-the-famous-
people-from-the-past-3db43021ef39 

https://medium.com/lessons-from-history/he-used-ai-to-see-todays-looks-of-the-famous-people-from-the-past-3db43021ef39
https://medium.com/lessons-from-history/he-used-ai-to-see-todays-looks-of-the-famous-people-from-the-past-3db43021ef39
https://medium.com/lessons-from-history/he-used-ai-to-see-todays-looks-of-the-famous-people-from-the-past-3db43021ef39


There are 4 principal reasons for choosing 
Deep Learning as a modeling tool 

• Performances

• Procedural

• Uniqueness

• Coolness :-)1. A large community of practitioners and researchers is using deep 
learning and sharing resources:

- https://paperswithcode.com/

- The Journal of Open Source Software https://joss.theoj.org/ 

2. A cornerstone book (Deep Learning by I. Goodfellow, Y. Bengio, 
A. Courville) released in late 2016 
https://www.deeplearningbook.org/ 
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There are 4 principal reasons for choosing 
Deep Learning as a modeling tool 

• Performances

• Procedural

• Uniqueness

• Coolness :-)1. A large community of practitioners and researchers is using deep 
learning and sharing resources:

- https://paperswithcode.com/

- The Journal of Open Source Software https://joss.theoj.org/ 

2. A cornerstone book (Deep Learning by I. Goodfellow, Y. Bengio, 
A. Courville) released in late 2016 
https://www.deeplearningbook.org/ 

Dive into Deep Learning by A. 
Zhang, Z. Lipton, M. Li, A. Smola
https://d2l.ai/d2l-en.pdf 

https://paperswithcode.com/
https://joss.theoj.org/
https://www.deeplearningbook.org/
https://d2l.ai/d2l-en.pdf


2018 Turing Awards Recipients (+1 Nobel Prize in Physics!)



Why now?
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Why now?

MIT Introduction to Deep Learning http://introtodeeplearning.com

• Data

• Software

• Hardware

http://introtodeeplearning.com/




C. Szegedy et al. Going Deeper with Convolutions CVPR2015

GoogLeNet (incarnation 
of the Inception 

architecture)
There are 2 principal 
reasons for NOT choosing 
Deep Learning as a 
modeling tool 

• Complexity (all of the 
above)



There are 2 principal 
reasons for NOT choosing 
Deep Learning as a 
modeling tool 

• Complexity (all of the 
above)

Many desiderata in 
Machine Learning whrere 
complexity is typically bad: 
trust, robustness, 
interpretability, fairness… 

I. Goodfellow Explaining and harnessing adversarial examples, ICLR 2015



L. Fridman Deep Learning https://deeplearning.mit.edu/  

There are 2 principal 
reasons for NOT choosing 
Deep Learning as a 
modeling tool 

• Complexity (all of the 
above)

• Need for huge datasets 
(but there is transfer 
learning/domain 
adaptation…)

https://deeplearning.mit.edu/


A. Ng Nuts and Bolts of Applying Deep Learning https://www.youtube.com/watch?v=F1ka6a13S9I
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There are 2 principal 
reasons for NOT choosing 
Deep Learning as a 
modeling tool 

• Complexity (all of the 
above)

• Need for huge datasets 
(but there is transfer 
learning/domain 
adaptation…)

Why do tree-based models still outperform deep learning on typical
tabular data?
Part of Advances in Neural Information Processing Systems 35
(NeurIPS 2022)



Basics of Deep Learning



l Perceptron (Rosenblatt 1958)

The building block of Neural Networks (NN): the neuron



l Perceptron (Rosenblatt 1958) l Sigmoid unit

The building block of Neural Networks (NN): the neuron



MIT Introduction to Deep Learning http://introtodeeplearning.com
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Activation function

The building block of Neural Networks (NN): the neuron
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Activation functions
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Activation functions
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MIT Introduction to Deep Learning http://introtodeeplearning.com

Feedforward (Single Layer) Neural Network

So-called Vanilla Neural 
Network
T. Hastie, R. Tibshirani, J. Friedman The Elements of Statistical Learning

http://introtodeeplearning.com/


MIT Introduction to Deep Learning http://introtodeeplearning.com

Concepts:

- Fully connected 
network

- Architecture design:

• Size of the hidden 
layer

• Weights

• Initialization

Feedforward (Single Layer) Neural Network

http://introtodeeplearning.com/


Neural nets with a single hidden layer can 
be used to approximate any continuous 
function to any desired precision.

Universality

http://neuralnetworksanddeeplearning.com/chap4.html

http://neuralnetworksanddeeplearning.com/chap4.html


MIT Introduction to Deep Learning http://introtodeeplearning.com

- A Vanilla Neural Network is a 
Universal Approximator*: any 
functions can be described by it

- However, some functions can be 
compactely represented with k 
layers, while they may need an 
exponential number of neurons 
with 1 layer

From Neural Network to Deep Learning architecture

• M. Nielsen ‘Neural Networks and Deep Learning’Determination Press, 2015 http://neuralnetworksanddeeplearning.com/chap4.html 

http://introtodeeplearning.com/
http://neuralnetworksanddeeplearning.com/
http://neuralnetworksanddeeplearning.com/chap4.html


MIT Introduction to Deep Learning http://introtodeeplearning.com

From Neural Network to Deep Learning architecture

From 1 Layer to ‘many’ layers

http://introtodeeplearning.com/


From Neural Network to Deep Learning architecture

Lee, Honglak, et al. "Convolutional deep belief networks for scalable unsupervised learning of hierarchical representations." Proceedings of the 26th annual international conference on machine learning. ACM, 
2009.



MIT Introduction to Deep Learning http://introtodeeplearning.com

Training a Neural Network: Loss Function

A Loss expresses a cost associated 
with the NN predictions

The  empirical loss (also known as 
objective function, cost function, 
empirical risk) measures the total loss 
over the (training/test) dataset

http://introtodeeplearning.com/


MIT Introduction to Deep Learning http://introtodeeplearning.com

Training a Neural Network: Loss Function

Depending on the task we can have different losses:

- Cross entropy loss: for classification tasks, NNs that have in 
output a probability 

- Mean squared error loss for regression tasks

http://introtodeeplearning.com/
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Training a Neural Network = Minimizing a Loss

We seek for a set of weights that achieve minimal loss:

http://introtodeeplearning.com/


MIT Introduction to Deep Learning http://introtodeeplearning.com

Training a Neural Network = Minimizing a Loss

We seek for a set of weights that achieve minimal loss:

http://introtodeeplearning.com/


MIT Introduction to Deep Learning http://introtodeeplearning.com

Training a Neural Network = Minimizing a Loss

We seek for a set of weights that achieve minimal loss:

http://introtodeeplearning.com/


MIT Introduction to Deep Learning http://introtodeeplearning.com

Training a Neural Network = Minimizing a Loss

We seek for a set of weights that achieve minimal loss:

http://introtodeeplearning.com/


MIT Introduction to Deep Learning http://introtodeeplearning.com

Training a Neural Network = Minimizing a Loss

We seek for a set of weights that achieve minimal loss:

http://introtodeeplearning.com/


MIT Introduction to Deep Learning http://introtodeeplearning.com

Training a Neural Network = Minimizing a Loss

We seek for a set of weights that achieve minimal loss:

(Gradient Descent)

Learning Rate

http://introtodeeplearning.com/


Backpropagation is about understanding how changing the 
weights and biases in a network changes the cost function.

How to compute the gradient: backpropagation

MIT Introduction to Deep Learning http://introtodeeplearning.com

Let’s consider a simple NN with one node: how the final loss is 
affected by changes in       ? 

http://introtodeeplearning.com/


How to compute the gradient: backpropagation
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How to compute the gradient: backpropagation
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How to compute the gradient: backpropagation

MIT Introduction to Deep Learning http://introtodeeplearning.com

This simple network is characterized also by the weigth 

This 
procedure has 
to be done for 
each 
parameter of 
the newtwork!

http://introtodeeplearning.com/


How to compute the gradient: backpropagation
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This simple network is characterized also by the weigth 

You can have 
a look here for 
the math: 
http://neuraln
etworksandde
eplearning.co
m/chap2.html

http://introtodeeplearning.com/
http://neuralnetworksanddeeplearning.com/chap2.html
http://neuralnetworksanddeeplearning.com/chap2.html
http://neuralnetworksanddeeplearning.com/chap2.html
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H. Li et al. Visualizing the Loss Landscape of Neural Nets NIPS 2018

Loss functions may be quite complex…



(Gradient Descent)

Learning Rate

To cope with complex loss functions and to optimize 
training the following algorithm is generally sophisticated



Stochastic Gradient Descent
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Can be very burdensome 
to compute… 

Average over all samples 
in the dataset!

http://introtodeeplearning.com/


Stochastic Gradient Descent
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Stochastic Gradient Descent
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Stochastic Gradient Descent: Mini-batches

The set of B data points is called mini-batch

Mini-batches allow to accurated estimation of 
gradient, smoother convergence, larger learning 
rates

Mini-batches lead to fast training: computation 
can be parallelized and significant speed 
increases can be obtained on GPUs



Thank you!

Gian Antonio Susto 

Machine Learning
2024/2025


