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Lecture #13
Logistic
Regression

Gian Antonio Susto




Recap: Classification & Classification rate

Confusion Matrix

Prediction
Cat Dog Horse

10

Cat

Dog -

Actual

Horse -

In classification, the classification rate (or
accuracy) is a performance metric used in
classification tasks to measure the
proportion of correctly classified instances

over the total number of instances in a
Lumber of Correct Predictions

dataset. lassification Rate =
Classification Rate Total Number of Predictions




Recap: Binary classification

In blnary cIaSS|f|cat|on the terms "positive" and "negative" refer to how classes are
assigned in the problem. These terms are used to défine false positives (FP), false

negatives (FN), true positives (TP), and true negatives (TN) when evaluating model
performance

- The positive class is the one that represents the condition or outcome of interest.

- The negative class typically represents the absence of the condition.

Type | error (false positive) Type Il error (false negative)
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Observed

Negative

Recap: Binary classification

Positive

Predicted
Positive Negative
( \E
True |  False
Positive Negative
False True
Positive | Negative
\_ )

Accuracy

Specificity

TP+ TN

TP+TN+FP+FN

TN
TN+ FP

TP
TP+FP

TP
TP+FN

Spam

Non-Spam

(Predicted) | (Predicted) Accuracy
v 27 6 81.8|
(Actual) )
Non-Spam
(Actual) 10 57 85.07
Overall 1244
Accuracy
Spam | Non-Spam
(Predicted) | (Predicted) Accuracy
Spam
(Actual) 0 10 0.0
Non-Spam
(Actual) 0 990 100.0
Overall o

Accuracy




Recap: With small changes algorithms can be
adapted from/to classification to/from regression

1 neighbor(s) 3 neighbor(s) 9 neighbor(s)
train score: 1.00 test score: 0.35 train score: 0.82 test score: 0.83 2.0 train score: 0.73 test score: 0.65

2.0 A ' A

Target
Target

—— Model predictions
A Training data/target
V Test data/target

-3 -2 -1 0 1 2 3
Feature Feature Feature

1. Compute Choose/Given a value for k (humber of neighbors to consider).
2.The distance between the new data point and all training points.
3.Select the k nearest neighbors (data points closest to the new point).

4.Make a prediction:

1. For classification: Assign the class that appears most frequently among the k neighbors
2. For regression: Take the average (or weighted average) of the neighbors’ values.



Recap: With small changes algorithms can be
adapted from/to classification to/from regression

1 neighbor(s) 3 neighbor(s) 9 neighbor(s)
2.0

train score: 1.00 test score: 0.35 train score: 0.82 test score: 0.83 2.0 train score: 0.73 test score: 0.65

2.0 A ' A

Target

—— Model predictions

A Training data/target : I What abOUt Iinear
v T.E!St datla/targe:t regression?

-3 -2 -1 0 1 2 3
Feature Feature

Canitb lied
1. Compute Choose/Given a value for k (number of neighbors to col an it be appiied ror

binary) classification?
2.The distance between the new data point and all training points.

3.Select the k nearest neighbors (data points closest to the new poi

4.Make a prediction:

1. For classification: Assign the class that appears most frequently among the k neighbors
2. For regression: Take the average (or weighted average) of the neighbors’ values.

Ideas?



Let’s try to adapt linear regression to a
classification problem

Let’s consider a binary classification problem:
‘Negative Class’ (not spam, absence of a disease...)
‘Positive Class’ (spam, presence of a disease...) XXXX

Historical data

Inspired by Andrew Ng and his Stanford course on ‘Machine Learning’



Let’s try to adapt linear regression to a
classification problem

Let’s consider a binary classification problem: Yy < {O’ 1}
‘Negative Class’ (hot spam, absence of adisease...) XXX >0
‘Positive Class’ (spam, presence of a disease...) XAXXX ->7T

Historical data

To work with regression (to fit a
line, to compute RMSE, ...) we
need a quantitative output: we

arbitrarily assign values ‘0’ and ‘1’
to the two classes

Inspired by Andrew Ng and his Stanford course on ‘Machine Learning’



Let’s try to adapt linear regression to a
classification problem

Let’s consider a binary classification problem: Yy © {O’ 1}
‘Negative Class’ (not spam, absence of a disease...) -> ‘0’
‘Positive Class’ (spam, presence of a disease...) AXAXX ->7T

Historical data

T ,\
Recorded samples , , ,
Let’s consider a simple case with
/ / one input variable available

£

0-+%-X-%-X

Inspired by Andrew Ng and his Stanford course on ‘Mac

hine

Learn

ing’



Let’s try to adapt linear regression to a
classification problem

Let’s consider a binary classification problem: S {O’ 1}
‘Negative Class’ (hot spam, absence of adisease...) XXX >0
‘Positive Class’ (spam, presence of a disease...) XAXX ->7T

Historical data

1 AAX We fit a line using OLS: how
can we use it for

classification? Ideas?

Inspired by Andrew Ng and his Stanford course on ‘Machine Learning’



Let’s try to adapt linear regression to a
classification problem

Let’s consider a binary classification problem: Yy © {O’ 1}
‘Negative Class’ (not spam, absence of a disease...) -> ‘0’
‘Positive Class’ (spam, presence of a disease...) AXAXX ->7T

Historical data

. _ | negative if px <0.5
Y= positive if Bx =0.5

Inspired by Andrew Ng and his Stanford course on ‘Machine Learning’



Let’s try to adapt linear regression to a
classification problem

Let’s consider a binary classification problem: S {O’ 1}
‘Negative Class’ (hot spam, absence of adisease...) XXX >0
‘Positive Class’ (spam, presence of a disease...) XAXX ->7T

Historical data

We call 0.5
the ‘decision
boundary’:

the {negative if Bx < 0.5

ttg:cer?qha?!gs Y= positive if fx = 0.5

our

classification
decision
change X

Inspired by Andrew Ng and his Stanford course on ‘Machine Learning’



Let’s try to adapt linear regression to a
classification problem

Let’s consider a binary classification problem: Yy < {O’ 1}
‘Negative Class’ (hot spam, absence of adisease...) XXX >0
‘Positive Class’ (spam, presence of a disease...) XAXXX ->7T

Historical data

~ _ | negative if px <0.5
Y= positive if Bx =0.5

What if we have data far away
from the decision boundary

T domain? This typically happens in
classification

Inspired by Andrew Ng and his Stanford course on ‘Machine Learning’



Let’s try to adapt linear regression to a
classification problem

Let’s consider a binary classification problem: S {O’ 1}
‘Negative Class’ (hot spam, absence of adisease...) XXX >0
‘Positive Class’ (spam, presence of a disease...) XAXX ->7T

Historical data

Fitting the data with Least Square
is not an appropriate methodology
for ‘dividing’ two classes.

Moreover, the function can obtain

values outside [0,1]

We need for a more appropriate
function to describe 2 different
levels: ideas?




Let’s try to adapt linear regression to a
classification problem

Let’s consider a binary classification problem: Yy < {O’ 1}
‘Negative Class’ (hot spam, absence of adisease...) XXX >0
‘Positive Class’ (spam, presence of a disease...) AXAXX ->7T

Historical data

R {negative i< 0.5

- positive ifo(x)|= 0.5

A logistic (sigmoid)

function will be a better
L idea! It naturally defines
‘two’ levels of output

Inspired by Andrew Ng and his Stanford course on ‘Machine Learning’



The logistic (sigmoid) function

1
1+e P

o(z'B) =

1.0 -

0.8 -

0.6 -

0.4 -

0.2 -

0.0

-10.0 -7.5 -5.0 -2.5 0.0 2.5 5.0 7.5 10.0



The logistic (sigmoid) function
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The logistic (sigmoid) function

1
T
olx B) =
( ) 1 _I_ e—ajTlB

1.0 - ‘

06° The
model uses a linear

0.4 - combination of the input
through a logistic

0.2- function transformation

-10.0 -7.5 -5.0 -2.5 0.0 2.5 5.0 7.5 10.0



The logistic (sigmoid) function

1
-
Ply=1l2)=o@'f) =15  P=0[z)=1-0('p)
The logistic function has a A
probabilistic interpretation: ™
1>Ply=1|z)>0
e The
1=zPy=0|z)=( model uses a linear
04 combination of the input
Ply=1|z)+Ply=0|z)=1 through a logistic
0.2- function transformation

-10.0 -7.5 -5.0 -2.5 0.0 2.5 5.0 7.5 10.0



The logistic (sigmoid) function

1
1+e P

P(y=1|z)=0o(z'f) =

A is a flexible
generalization of OLS that allows for:

- Non-normal distributions of the response
variable (e.g., binomial, Poisson);

- A nonlinear link function between the mean
of the response and the linear predictor.

It’s a unified framework for many common
regression models, including linear regression,
logistic regression, and Poisson regression.

Ply=0|z)=1-0(z'B)

The
model uses a linear
combination of the input

through a logistic
function transformation

2.5 5.0 7.5 10.0



The logistic (sigmoid) function: an example

Z=2x+5 y'=1/(1+¢e7)
. 0.6
> 04
N / M e y
5 =5 y =0.99
7=0 Y = 0.5

7z =-10 y=0



Solving Logistic Regression

No closed-form solution:

n
1 i . .
-1 — s , (DY _ ., (D)2 we need to resort to
J(W,b) = n Z 2 ( W'b( ) y+) gradient descent
=1



Solving Logistic Regression

No closed-form solution:

n
1 i . .
-1 — hal S 2 (D)) _ ., (D)2 we need to resort to
J(W,b) = n z 2 ( W'b( ) y+) gradient descent
i=1

linear regression
W,b( )= w-x+b

J (W, b) convex



Solving Logistic Regression

No closed-form solution:

n
1 i . .
-1 — hal S 2 (D)) _ ., (D)2 we need to resort to
J(W,b) = n z 2 ( W:b( ) y+) gradient descent
i=1

linear regression logistic regression
Wﬁ( )=:“/' + b

W/,b( ) - 1 + e_(w,'. +b)

non-convex
w, b

)

J (W, b) convex J(W, b)




Logistic Regression Loss Function: log-likelihood

n

LB)= — ) [yilogo(z{B)+ (1 - yi)log(1l - o(z] B))]
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Number of Correct Predictions

ificati i i . Classification Rate =
classification metric (not a regression one): Total Number of Predictions



Logistic Regression Loss Function: log-likelihood

n
LB)= — ) [yidegeterBr+ (1 - yi)log(1 — a(z] B))]
1=1
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We VYQUId."ke Som.ething that captures a Classification Rate — Number of Correct Predictions
classification metric (not a regression one): assification Rate == = b redictions




Logistic Regression Loss Function: log-likelihood

LB)= — ) [vilogo(z] ) + (1 — yi)eslt—o{zi B}
7 1 0 0
T 1 4,
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We would like something that captures a Number of Correct Predictions

ificati i i . Classification Rate =
classification metric (not a regression one): Total Number of Predictions




Logistic Regression Loss Function: log-likelihood

n
LB)= — ) [yitegeler B+ (1 - yi)log(1 — a(z] B))]
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classification metric (not a regression one): assification Rate == = b redictions




Logistic Regression Loss Function: log-likelihood

n
LB)= — ) [yilogo(z;B) + (1 — yi)degl—cte; £
1=1
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We would like something that captures a

iyt ) . - . , Number of Correct Predictions
classification metric (not a regression one):  Classification Rate =

Total Number of Predictions




Logistic Regression Loss Function: log-likelihood

n

LB)= — ) [yilogo(z{B)+ (1 - yi)log(1l - o(z] B))]

1=1
This is convex: we can use
gradient descent!
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Logistic Regression in action: Iris Dataset

Iris Data (red=setosa,green=versicolor,blue=virginica)
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Logistic Regression in action

Iris Data (red=setosa,green=versicolor,blue=virginica)
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: Iris Dataset

Any problems? Ideas?




Multiclass classification with b

Two strateqies:

(a) One-vs-one

a. For a Cclasses problem we generate
C(C-1)/2different classifiers, one
for each couple of classes in the
dataset

b. Given a new sample to be classified
we apply the C(C-7)/2classifiers

c. We count how many times each class
‘wins’ in the related classification
against another class

d. The class the has the highest amount
of ‘victories’ is assigned

nary algorithms

[1,2,0]




Multiclass classification with binary algorithms

Two strateqies:

(a) One-vs-one
a. For a Cclasses problem we

C(C-1)/2different classifig

How to Handle Ties:

Favor classes based on
domain knowledge

Compute average
probabilities for each class

Random choice

[1,2,0]

for each couple of classes
dataset

b. Given a new sample to be classified

ImTT CI1Ic

we apply the C(C-7)/2classifiers

c. We count how many times each class
‘wins’ in the related classification

against another class

d. The class the has the highest amount

of ‘victories’ is assigned

AP DAA

JdADAANL

404 A
dA4q




Multiclass classification with binary algorithms

One-vs-all Classes
Two strateqies: : B closs 1
(b) One-vs-all ; | [ class 2!
a.For a Cclasses problem, we generate C  ---------F---------ooen 1 [ Class 3
different classifiers
b. For the ¢-th classifier we construct a

new label vector, where cceeecmmelecemm—————

-Yi=1if the i-th sample belongs to
the c-th class

-Yi = 0 otherwise

c. The Cclassifiers are computed

d. Given a new sample to be classified we
apply the Cclassifiers

e. We assign the class for which the
corresponding classifier reports the
highest confidence score (in the case
o) O%Stlc Regression the associated
proba

ility)



Multiclass classification with binary algorithms

One-vs-all  rzp-------- .

. ' Closses !
Two strategies: 3 [ class 1 1
(b) One-vs-all ; ! [ Class 2!

a. For a Cclasses problem, we generate C = ==---====f===-n-mnomo-- O Closs 34
different classifiers :

b. For the ¢-th classifier we construct a 5
new label vector, where ~ =eeeeeee- S
- Yi = 1if the i-th sample belongs to i
the c-th class :

- Yi = 0 otherwise

c. The Cclassifiers are computed Both popular approaches for

d. Given a new sample to be classified we multiclass classification, they both
apply the Cclassifiers have flows:

e. We aSSlgn the CIaSS for Wh|Ch the -lvsAll: unbalance distributions (the
corresponding classifier reports the ‘rest’ class is generally more
highest confidence score (in the case represented)

O qul)s,tlc Regression the associated -1vs1: ambiguities if classes get the
probability) same number of votes




Logistic Regression in action: Iris Dataset

Class 1 vs All Class 2 vs All
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Logistic Regression: Decision Boundaries

=

~ fup(®) = g(@) = g(wixi +wyxi+Db)
Fan () =g@) = gw,x, + wyx, +b)
- 3 i -3 - K —




Logistic Regression (LR): Decision Boundaries

fwpX) = g(2)
g is the sigmoid function



Logistic Regression (LR): Decision Boundaries

fwpX) = g(2)
g is the sigmoid function




Logistic Regression (LR): Decision Boundaries

Z = WiX4 + Wy Xo

fapr® = g(2) +wsx{ + wyx;

+WeXx1X, + b

g is the sigmoid function



Logistic Regression (LR): Decision Boundaries

Z = WiX4 + Wy Xo

fwp &) = g(2) +w3xi + wax;

+WsXx1X, + b

g is the sigmoid function
UY\dcr-Fi‘f \r\'\gh bias juS‘t' r16h+



We can resort to regularization also with LR!

Lreg(B) = L(B) + AR(S)

L(B) =— Z [yz log 0(5'3;5) + (1 — y;) log(1 — (f(wiTﬁ))}

1=1

1 1
- Ridge Regression R(8) = 5”5”% ~ 9 2512
J

- LASSO R(B) =Bl =) |8l
J

- Elastic Net 1

R(B) = a||B]1 + (1 — 04)5\




Linear/Logistic Regression: Kernel Methods
(optional)

« Kernel methods allow us to.applg linear
algorithms in nonlinear settings K
implicitly mapping data into ahigher-
dimensional space, using a kernel function
(e.g., RBF, polynomial). Instead of
computing the mapping explicitly, the
kernel trick computes inner productsin
the new space directly.



Linear/Logistic Regression: Kernel Methods
(optional)

« Kernel methods allow us to.applg linear y e o
algorithms in nonlinear settings % ; =
implicitly mapping data into a'higher- 7 Ted e

dimensional space, using a kernel function o & | o
(e.g., RBF, polynomial). Instead of ole *\ @ g S
computing the mapping explicitly, the o o % o

kernel trick computes inner products in
the new space directly.

. . Input Space Feature Space
* In regularization, kernel methods enable
us to control model complexity in this
feature space, often leading td better n .
generalization. . %° .o o "
oo "ENm_© .:. l'
n Lo © :':.:-o' kernel ..=:::-<
: T 2 2 o %Z -:I.l :..o - —’7 aggut
min E (yZ — W qb(xz)) + A||lw|| LIRS ) OTOOOOOOO AN
W o 3%e e %0 2 0%® % 208
1=1 °® © %g) e 88800 Oo/,gﬁ)o//

« More on this when we see Support Vector
Machines (SVM)




Before leaving: Stratified Cross-Validation

» Stratified Cross-Validationis a
variation of cross-validation that
preserves the percentage of samples
for each class in every fold.

 In other words, each fold has
approximately the same class
distribution as the entire dataset.

Especially useful when:

- Your classes are imbalanced (e.g., 90%
class A, 10% class B)

- You want more reliable model evaluation

- You’re working with classification
problems

@® X = non-test (training
& validation)

@ X -test

1" MC

2" MC

3" MC

4" MC

Class A
XAXXXX

XXXXXX
XAXXXX
XXXXXX

Class B
00



Real Comparison: Standard K-Fold vs. Stratified K-Fold on k-NN Accuracy

¢
0.99
0.98
0.97
>
-
S 0.96 i _
O
<
0.95F
0.94
0.93
¢
Standard K-Fold Stratified K-Fold

Cross-Validation Method



Reminder before leaving: Exam -
theoretic/numeric exercise part

A 45-60 minutes exam, multiple choices (main reference: slides)

= We’'ll make a ‘simulation’ during next week lecture (lecture 14 -
27th of March)

= The lecture will also be a recap of the first part of the course: if
there are topics that you’d like to be discussed, let me know

We are preparing some example exercises that we’ll be shared
with you.
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Thank you!

Gian Antonio Susto




