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Large language models

In this lecture we introduce the idea of pretraining: learning
knowledge about language and the world from vast amounts of
text, using a LM objective function.

We call the result of this process large language models, or
LLMs for short.
At time of writing, all LLMs are based on the transformer.

We will see that almost any NLP task can be modeled as next
word prediction in a LLM.

Today LLMs exhibit remarkable performance on all sorts of NLP
tasks, and are at the basis of most applications in generative AI.
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Large language models

The decoder component of a transformer can be turned into a
language model, using an additional learnable linear layer called
language modeling head.

The language modeling head
takes the output of the topmost transformer layer for token N
uses it to predict the upcoming word at position N ` 1

Compare to MLM in BERT, where the language modeling head predicts the
masked word.
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Large language models

Decoder component of the transformer combined with language
modeling head.
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Large language models
Full stack view of the language modeling head.
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Large language models

Most commonly, the language modeling head is tied to the
embedding matrix, that is, U “ EJ.
Recall that in weight tying, we use the same weights for two different matrices
in the model, as a form of regularization.

A softmax layer turns the logits u into the probabilities y over the
vocabulary

u “ EJ hL
N

y “ softmaxpuq

Instead of computing the probability of a sentence, we will sample
words with the resulting distribution y to generate text.
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Text completion
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Text completion

Text completion (also called conditional generation) is the task of
generating text conditioned on an input piece of text.
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Text completion

A transformer used for this kind of unidirectional causal language
model is often called a decoder-only model.

This is because the model constitutes roughly half of the
encoder-decoder architecture of the transformer.
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Text completion

We can cast several complex NLP tasks as text completion.

Example : We can cast sentiment analysis as word prediction
by giving a language model a context like

The sentiment of the sentence ‘I like Jackie Chan’ is:

and by comparing the following conditional probability of the word
positive and the word negative

Pppositive | The sentiment of the sentence ‘I like Jackie Chan’ is:q
Ppnegative | The sentiment of the sentence ‘I like Jackie Chan’ is:q
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Text completion

Example : We can cast the task of question answering as text
completion by giving a language model a context like

Q: Who wrote the book ‘The Origin of Species’?
A:

and expect that the most likely completion is

Q: Who wrote the book ‘The Origin of Species’?
A: Charles Darwin
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Text completion

Example : We can cast text summarization as text completion
by giving a large language model a text, followed by the token
tl;dr; which is short for ‘too long; didn’t read’.

This token is sufficiently frequent in training data before a
summary, and hence the LLM will interpret the token as
instructions to generate a summary.
Recall that the context is the size of the transformer’s context window, which
can be quite large, like 32K tokens (and much larger with special long-context
architectures).

Natural Language Processing Large Language Models



Text completion

Example : Similarly, for machine translation we can use the
context

English: I missed the bus today. French:’

and the LLM may be able to fill in the blank with a French
translation.
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Text completion

Few-shot learning is the ability of an LLM to solve a problem on
the basis of a few examples.

Example :
sea otter ñ loutre de mer
peppermint ñ menthe poivrée
cheese ñ ??

Zero-shot learning is the ability of an LLM to solve a new
problem solely on the basis of natural language instructions

Example :
translate English to French
cheese ñ ??
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Sampling
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Sampling

Decoding problem for LLM: the task of choosing the single word
to generate next, based on the context.

For decored-only LLM, this happens left-to-right and is called in
several ways

autoregressive generation
causal generation
masked generation

For languages like Arabic in which we read from right to left,
decoding is instead right-to-left.
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Sampling

One simple strategy is greedy decoding: we always generate the
most likely word given the context

ŵt “ argmax
wPV

Ppw | wătq

Greedy decoding has two problems
it makes a choice that is locally optimal; however, this may
not result in the best solution overal
the system is deterministic: if the context is identical, we
always generate exactly the same text
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Sampling

The most common decoding method for LLM is random
sampling. This means that we iteratively choose the next word to
generate according to its probability given the context.

Let w1, w2, . . . , wN be a sequence of words. We write x „ ppxq to
mean ‘choose x by sampling from the distribution ppxq.
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Sampling

Even though random sampling generates sensible, high-probable
words, it sometimes generates weird sentences.

The problem with random sampling is that
there are many odd, low-probability words in the tail of the
distribution
if you add up all the rare words, they constitute a large enough
portion of the distribution that they get chosen often enough
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Sampling

We need sampling methods that enable trading off two important
factors in generation.
See also discussion in the LM lecture.

Quality: methods that emphasize the most probable words
produce accurate and coherent text, but also more repetitive.

Diversity: methods that slightly increase the weight of
middle-probability words produce more creative and diverse text,
but less factual or incoherent.
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Sampling

Top-k sampling is a simple generalization of greedy decoding
truncate the word distribution to the top k most likely words
renormalize to produce a proper probability distribution pk

randomly sample from within these k words according to pk

When k “ 1, top-k sampling is identical to greedy decoding.

When k ă 1, top-k generates more diverse but still high quality
text.
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Sampling

Sometimes the top k words represent only a small part of the
probability mass (the probability distribution is rather flat).

An alternative technique called top-p sampling or nucleus
sampling keeps the top p percent of the probability mass.

We compute the top-p vocabulary V ppq, defined as the smallest
set of words such that

ÿ

wPV ppq

Ppw | wătq ě p.

We then truncate P to V ppq, renormalize, and sample words
accordigly.
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Sampling

In temperature sampling we don’t truncate the distribution, but
instead reshape it.

For low-temperature sampling we divide the logits by a
temperature parameter τ P p0, 1s before we normalize through the
softmax. This smoothly increases the probability of the most
probable words and decreases the probability of the rare words.
As τ approaches 0, the probability of the most likely word approaches 1.

For high-temperature sampling, we use τ ą 1. This flattens the
word probability distribution, rather than making it more spiky.
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Pretraining
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Pretraining

The process of training a transformer as a language model involves
vast amounts of text and compute, and only few large corporations
have the necessary resources for this.

For these reasons, the process is called pretraining.

As the result of pretraining, the language model acquires
language knowledge
general knowledge about real world
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Pretraining

To apply a pretrained LLM to a new domain or task that might
not have appeared sufficiently in the pretraining data, we need to
run additional training passes.

This process is called fine-tuning and requires specialized data.

Post-training will be introduced and discussed in the next lecture.
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Pretraining

To train a transformer as a language model, we use the algorithm
we discussed for LM, called self-supervision (or self-training).

We train on a corpus of text, and at each time step t we ask the
model to predict the next word.

We call such a model self-supervised because we don’t have to add
any special gold labels to the data: the natural sequence of words
is its own supervision!
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Pretraining

Let indpwq be the index of word w P V .

Recall that at time step t the true distribution yt for the next
word wt`1 is a 1-hot vector of size |V | with

ytrindpwt`1qs “ 1
ytrks “ 0 everywhere else

At time step t, the predicted distribution (also called the
empirical distribution) for the word at position t ` 1 is the
distribution realized by the model, which we denote as ŷt .
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Pretraining

For a fixed t, the cross-entropy (CE) loss measures the difference
between the predicted distribution and the true distribution

LCEpŷt , ytq “ ´
ÿ

wPV
ytrindpwqs log ŷtrindpwqs

Replacing the definition of yt we derive

LCEpŷt , ytq “ ´ log ŷtrindpwt`1qs

The loss for a training sequence is the average cross-entropy loss
over the entire sequence.
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Pretraining

At the next step t ` 2, we ignore what the model predicted at step
t ` 1 and instead use the correct sequence of tokens w1:t`1: this is
called teacher forcing.
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Pretraining

With transformers, each training item can be processed in parallel.

Large models are trained by filling the full context window (4096
tokens for GPT4, 8192 for Llama 3) with text.

If documents are shorter, multiple documents are packed into the
window with a special end-of-text token between them.

The batch size is usually quite large (the largest GPT-3 model
uses 3.2 million tokens).
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Training corpora
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Training corpora

Large language models are mainly trained on text scraped from the
web and filtered.

C4 (Colossal Clean Crawled Corpus): 156 billion tokens of English;
provided by Common Crawl, a public organization that maintains a
series of snapshots of the entire web

FineWeb: 15-trillion tokens, provided by HaggingFace

The Pile: 825 GB English text corpus, including books and
Wikipedia

Dolma: open corpus of English, 3 trillion tokens, consists of web
text, academic papers, code, books, encyclopedic materials, and
social media
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Training corpora

The Pile corpus: academic (blue), internet and Wiki (green), prose
and books (orange), dialogue (yellow), and miscellanea (gray).

Natural Language Processing Large Language Models



Training corpora

Pretraining data filtered for both quality and safety.

Quality filtering cleans text, removes duplicate documents
(deduplication), personal identifiable information, boilerplate text,
etc.
Generally, quality filtering improves LLM performance.

Safety filtering deals with toxicity detection, adult content, etc.

Issues with pretraining: copyright, data consent, privacy.
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Training corpora

The FineWeb filtering pipeline
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Training corpora

Impact of filtering on LLM accuracy
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Scaling laws for LLMs
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Scaling laws for LLMs

The loss L of a LLM scales as a power-law with each of the three
factors below, if the other two are held constant

N: the number of parameters of the neural model (excluding
embeddings)
D: the amount of data available for the training process
C : the computing power used to train the neural model

These relationships are known as scaling laws.

Other architectural details, such as network width or depth, have
minimal effects within a wide range.
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Scaling laws for LLMs

Power-laws have the form f pxq “ ax´k , k some constant
early increase in resources leads to large increase in
performance (strong loss decrease)
late increase in resources leads to small increase in
performance (small loss decrease)

When plotted in log-scale, scaling lows become downward sloping
linear functions.

Scaling laws allow us to determine the optimal allocation of data
and computational resources.
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Scaling laws for LLMs

For a single token and a single parameter, the number F of FLOPs
(floating point operations) at training time is (approximately)

F “ Ffwd ` Fbwd

Ffwd “ 2
Fbwd “ 4
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Scaling laws for LLMs
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Scaling laws for LLMs

We can then relate total cost C to N and D

C “ pFfwd ` FbwdqND
“ 6ND

The standard unit for measuring computational cost C is
PetaFLOP-days, that is, the number of floating point operations
per day (which depends on the architecture).

Natural Language Processing Large Language Models



Scaling laws for LLMs
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For models with a limited number of parameters, trained to
convergence on sufficiently large datasets

LpNq „

ˆ

Nc
N

˙αN
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Scaling laws for LLMs
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For models trained with a limited dataset with early stopping

LpDq „

ˆ

Dc
D

˙αD
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Scaling laws for LLMs
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When training with a limited amount of compute

LpCminq „

ˆ

Cmin
c

Cmin

˙αmin
C
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Scaling laws for LLMs

Loss of a model while varying N and D simultaneously

LpN, Dq „

«

ˆ

Nc
N

˙

αN
αD

`
Dc
D

ffαD

This is used to derive, for a given N, the minimum size of D that
is needed to avoid overfitting.
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Scaling laws for LLMs

We can now use scaling laws to improve training strategies.

Old paradigm: train a few models, select the best one
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Scaling laws for LLMs

New paradigm: train many small models, up-scale the best one.
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Scaling laws for LLMs

Larger models require fewer samples to reach the same
performance.
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Research papers

Title: Scaling Laws for Neural Language Models
Authors: Jared Kaplan, Sam McCandlish, Tom Henighan, Tom B.
Brown, Benjamin Chess, Rewon Child, Scott Gray, Alec Radford,
Jeffrey Wu, Dario Amodei
Repository: arXiv.org.cs.Computation and Language, January 23,
2020
Content: A study of empirical scaling laws for language model
performance on the cross-entropy loss. The loss scales as a
power-law with model size, dataset size, and the amount of
compute used for training. These relationships allow us to
determine the optimal allocation of a fixed compute budget.
https://arxiv.org/abs/2001.08361
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Overview of LLMs
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Overview of LLMs

A language model is called large language model (LLM) when
it employs a Transformer neural architecture
it uses a number of parameters greater than one billion
it has been trained on a very large amount of text

The LLMs are also called foundation models.

LLMs are at the basis of modern applications of generative
artificial intelligence.
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Overview of LLMs

Pre-training of an LLM requires an extremely large amount of
resources, that only very large corporations can afford.

Example : LLMs with 70 billion parameters
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Overview of LLMs

Most popular corporations producing LLM:
OpenAI (GPT-3, GPT-4)
Google (T5, Palm)
Meta (Llama 3, opensource)
Anthropic (Claude)
DeepSeek (DeepSeek V3)
xAI (Grok)
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Overview of LLMs

A timeline for LLMs plotted against number of parameters
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Overview of LLMs
Classification for LLMs: encoder-only, decoder-only,
encoder-decoder.
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Multi-lingual LLMs
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Multi-lingual LLMs

Multilingual large language models (MLLMs) are typically
based on the encoder part of the transformer architecture.

A MLLM is pretrained using large amounts of unlabeled data from
multiple languages, ranging from 10 to 100.

Very useful in transfer learning (see second part of lecture), where
low resource languages can benefit from high resource languages.
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Multi-lingual LLMs

Most popular MLLM
mBERT (multimingual BERT) and several variants
XLM (cross-lingual language model)
mT5 (multilingual T5)
BLOOM, the largest multilingual open-source model to date
Trained using data from 46 languages; developed in 2022 by several
groups, including HuggingFace, Microsoft, NVIDIA and PyTorch
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Training of MLLMs

During pre-training, MLLMs use two different sources of data
large monolingual corpora in individual languages
parallel corpora between some languages

Objective functions can be based on monolingual data alone by
pooling together monolingual corpora from multiple languages
applying masked language modeling (MLM)

Surprisingly, the encoder learns word representations across
languages that are aligned (close vectors), without the need for
any parallel corpora.
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Training of MLLMs

Objective functions based on parallel corpora explicitly force
representations of corresponding words across languages to be
close to each other in the multilingual encoder space.

Using MLM, to predict a masked word [MASK] for language A the
system can

rely on words for language A surrounding [MASK]

rely on an aligned word that has not been masked, that is, a
word representing a translation in language B of the masked
word
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Training of MLLMs

Since parallel corpora are generally much smaller than monolingual
data, the parallel objectives are often used in conjunction with
monolingual models.

Curse of multilinguality: Similar to models that are trained on
many tasks, the more languages a model is pre-trained on, the less
model capacity is available to learn representations for each
language.
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Multi-lingual LLMs

English language is overrepresented.

Amount of data in GB (log-scale) for the 88 languages that appear
in CommonCrawl and Wikipedia.
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Multi-lingual LLMs

The largest recent models are not becoming significantly more
multilingual.
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Miscellanea
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Evaluation of LLM

Standard intrinsic evaluation measure is perplexity: good models
assign higher probabilities to unseen data.
Already introduced in a previous lecture.

Caveat: hard to exactly compare perplexities produced by two
language models if they have very different tokenizers.

Extrinsic evaluation discussed in later lecture for specific nlp tasks.

Other important factors in LLM evaluation: environmental impact
and fairness.
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Emergent abilities

Emergent abilities of large language models are characterized by
sharpness: transitioning seemingly instantaneously from not
present to present
unpredictability: transitioning at seemingly unforeseeable
model scales

This issue is still under debate and controversial.
It has been argued that emergent abilities might be induced by wrong choice of
metrics.

Natural Language Processing Large Language Models



Emergent abilities
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Potential harms from LLM

LLM exhibit many potential harms
hallucination: see next slide
copyright violation
toxic language and hate speech
information leak from training data

Finding ways to mitigate these harms is an important current
research area in NLP.

It is extremely important that LLM include model cards, giving
full information on the corpora used to train them.
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Hallucinations

Hallucination refers to a phenomenon where a LLM generates
text that is incorrect, nonsensical, or not real.

Since LLMs are not databases or search engines, they would not
cite where their response is based on.

Since LLMs need to be creative, they must be able to invent
scenarios that are not factual.

To avoid hallucinations use controlled generation: providing
enough details and constraints in the prompt to the model.
Prompting presented in a later lecture.
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Mixture of Experts

Mixture of Experts (MoE) is a machine learning technique where
multiple expert networks (learners) are used to divide a problem
space into homogeneous regions.

MoE differs from ensemble techniques in that typically only one
model will be run, rather than combining results from all models.

This technique has been recently used in LLMs. The result is a
sparsely-activated model with a large number of parameters but a
constant computational cost.
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Research papers
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Research papers

Title: Is it possible for language models to achieve language
understanding?
Authors: Christopher Potts
Source: October 5, 2020
Content: This post is mainly devoted to critically reviewing
prominent arguments that language models are intrinsically limited
in their ability to understand language.
https://chrisgpotts.medium.com/is-it-possible-for-language-

models-to-achieve-language-understanding-81df45082ee2
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Primer

Title: What We Know About LLMs
Authors: Will Thompson
Source: July 23, 2023
Content: A good summary of the topics in this lecture, along with
other research lines.
https://willthompson.name/what-we-know-about-llms-primer
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Primer

Title: The Practical Guides for Large Language Models
Authors: Will Thompson
Source: August 6, 2023
Content: A curated (still actively updated) list of practical guide
resources of LLMs.
https://github.com/Mooler0410/LLMsPracticalGuide
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