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Before starting: Lab

Audio is not the best! We 
are trying to find a 

solution… in the 
meantime: bring your 

own headphones! 



Recap – Tabular  Data (the ‘design matrix’) - x

n
observations: 
the number 
of times the 

phenomenon 
we need to 
'describe' is 
available in 

our data 
through 

historical 
examples

p attributes (variables, features) potentially 
related to the phenomenon under examination



Recap – 1D, 2D, 3D Plots… and then?



Recap – 1D, 2D, 3D Plots… and then?

There are several 
techniques that allow to 
visualize multi-
dimensional data (p > 3)!

We will see today:
- PCA
- t-SNE
- UMAP



Principal Component Analysis (PCA)

Huge kudos to Joshua Starmer!



Principal 
Component 
Analysis (PCA)

• PCA computes the sequence of mutually 
orthogonal vectors that best fit the data, aka 
the principal components.
• We can use the first 2 or 3 PCs  to visualize 

the data… lossy compression!
• PCA preserves global structure













Relative positions 
between data did not 

change!
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Relative positions 
between data did not 

change!

How to do this, will be 
clearer from next 

week! We provide now 
an intuition.

Let’s rotate the line 
that goes through the 

origin







Are these 2 concepts 
equivalent?



















































PCA is formally done 
with normalized 

vectors: the red vector 
is normalized to 1
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Under the hood of PCA 
there is a procedure called 

‘Singular Value 
Decomposition’





































Pay attention: scaling is 
something you typically 

have to do by hands







































First example in which standardization 
matters! (California housing dataset) 



A high-
dimensional 
example

p = 197k (loci)
n = 1387 
(individuals)

Genes mirror geography within Europe – Nature 2008 https://www.nature.com/articles/nature07331

https://www.nature.com/articles/nature07331


Issues with PCA
• PCA takes care of mapping distant objects far from 

each other: local structure is not preserved!
• PCA does not take manifolds into account…PCA does 

not take manifolds into account…



T-SNE
t-Distributed Stochastic Neighbor Embedding

Huge kudos to Joshua Starmer!



T-SNE in a nutshell

• T-distributed Stochastic Neighbor Embedding (2008).
• Idea: map similar objects in the high dimensional space into 

close points in a low dimensional space
• t-SNE Takes care of small local distances (focus on local 

structure)
• Open-source code. For instance, it is available in scikit-learn.

van der Maaten, L. & Hinton, G. (2008). Visualizing Data using t-SNE . Journal of Machine Learning 
Research, 9, 2579—260, 
https://www.jmlr.org/papers/volume9/vandermaaten08a/vandermaaten08a.pdf 

https://scikit-learn.org/stable/modules/generated/sklearn.manifold.TSNE.html
https://www.jmlr.org/papers/volume9/vandermaaten08a/vandermaaten08a.pdf


Theory behind T-SNE – 1 (optional)

• Starting point: N high-dim objects x1, …, xN

• We consider this “distance” in high-dim space (it only cares 
about local similarity):

• If you look at it as a probability, it means that the probability 
of picking two points is higher when they are closer



Theory behind T-SNE – 2 (optional)

• Actually, we consider this conditional distribution:

• We set the 𝜎! so that the conditional has a fixed perplexity 
(fixed number of points in the mode of the Gaussian to 
account for different densities of points in space)



Theory behind T-SNE – 3 (optional)

• We make the “distance” simmetric:

- Now, let’s look at the target low dimensional space…



Theory behind T-SNE – 4 (optional)

• We introduce a distance based on 
Student-t distribution:

Heavy tails, 𝑞!" should account for global structure, 
too…



Theory behind T-SNE – 5 (optional)

• We want to make 𝑝!" and 𝑞!" as similar as possible, so the low 
dim space has a similar structure. KL divergence:

• Intuition:
• Large p_ij modelled by small q_ij? Big penalty: close points are 

mapped to close points
• Small p_ij modelled by large q_ij? Small penalty: far points may end 

up close in the low dimensional space

T-SNE mainly preserves local similarity structure!







Think of this as a really 
high-dimensional problem!













































































t-SNE Perplexity

• There is an hyperparameter in the method, called ‘Perplexity’
• A hyperparameter in machine learning is a setting that you 

choose before training a model. It controls how the learning 
process works but is not learned from the data.
• Perplexity influences how the algorithm balances local and 

global structure in the lower-dimensional representation.
• Perplexity can be thought of as a smooth measure of the 

effective number of neighbors each point considers when 
constructing the low-dimensional embedding. It controls how 
much attention t-SNE pays to nearby versus distant points.
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t-SNE Perplexity



On the Iris dataset



On the California Housing dataset



t-SNE Shortcomings

• Choice of perplexity is tricky!
• Be careful in interpreting t-

SNE!!! 
https://distill.pub/2016/misread
-tsne/
• t-SNE does not scale well
• t-SNE does not preserve global 

data structure
• It’s ok for data viz, not for 

feature extraction!

https://distill.pub/2016/misread-tsne/
https://distill.pub/2016/misread-tsne/


UMAP
Uniform Manifold Approximation and Projection



UMAP in a nutshell

• Uniform Manifold 
Approximation and 
Projection for Dimension 
Reduction (2018)
• Much faster than t-SNE
• Preserves global structure 

better than t-SNE

https://github.com/lmcinnes/umap

https://www.youtube.com/watch?v=
nq6iPZVUxZU&ab_channel=Enthough

t

https://github.com/lmcinnes/umap
https://www.youtube.com/watch?v=nq6iPZVUxZU&ab_channel=Enthought
https://www.youtube.com/watch?v=nq6iPZVUxZU&ab_channel=Enthought
https://www.youtube.com/watch?v=nq6iPZVUxZU&ab_channel=Enthought


Theory behind UMAP (quick overview)

• Based on algebraic topology and Riemannian geometry
• UMAP constructs a high dimensional, fuzzy graph 

representation of the data, then optimizes a low-dimensional 
graph to be as structurally similar as possible.

McInnes et al., (2018). UMAP: Uniform Manifold Approximation and Projection. Journal of Open 
Source Software, 3(29), 861. https://doi.org/10.21105/joss.00861

https://doi.org/10.21105/joss.00861


UMAP vs t-SNE

With UMAP, each 
category is 
clustered (local 
structure), while 
similar categories 
tend to colocate 
(global structure)

https://pair-code.github.io/understanding-umap/

https://pair-code.github.io/understanding-umap/


Input parameters

﹣ n_neighbours: 
trade-off between 
preservation of local 
(low values) and 
global (high values) 
structure

﹣ min_dist: minimum 
distance between 
points in low-dim 
space. Low values 
lead to more tightly 
packed embeddings

https://pair-
code.github.io/understanding-umap/

https://pair-code.github.io/understanding-umap/
https://pair-code.github.io/understanding-umap/


UMAP Pros & Cons

Cons:
• Hyperparameters choice is crucial
• Cluster sizes are not significant
• Distance between clusters might not mean anything
• Different results in different runs 

Pros:
• Faster than tSNE
• More focus on global structure
• Viable tool for feature engineering



Thank you!
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