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Let’s start with some questions…



1. What is Machine Learning Artificial 
Intelligence (AI)?



Let’s ask an Artificial Intelligence!



The fastest-growing software in history!



What an AI can do: write emails!



What an AI can do: create images!



What an AI can do: code!



2. Have you interacted with an AI in the 
last 24 hours (beside ChatGPT)?



Probably, 20-50 AI techs



Probably, 20-50 AI techs



Probably, 20-50 AI techs



Probably, 20-50 AI techs



AI is pervasive



AI technologies performs really well in 
specific tasks

- While there are some AI 
tools (like ChatGPT) whose 
capabilities are quite broad 
and general, AI-based 
technologies solves well 
specific tasks

- And AI-based technologies 
are everywhere: we have 
countless AI-based tools for 
specific tasks 



AI technologies performs really well in 
specific tasks… this is why AI is pervasive



AI is pervasive also in everyday discussions!



AI is pervasive also in everyday discussions!



AI is pervasive also in everyday discussions!



Growth and impact of AI
40B $ market in 2022, 
estimated market 1300B $ in 
2032 



Growth and impact of AI



Growth and impact of AI



AI: 
technological 
revolution!



AI: scientific revolution!



3. What is the difference between AI 
and Machine Learning?





Machine Learning (‘Apprendimento 
Automatico’) is the part of AI that 
develops solutions based on data 
and not strictly on rules

From rules to data-driven AI



From rules to data-driven AI



From rules to data-driven AI



Nowadays, most 
important AI 
technologies are 
data-driven, ie. 
Machine Learning-
based 
technologies!
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Lecturer

Gian Antonio Susto 
gianantonio.susto@unipd.it

Research on:
- Reinforcement Learning
- Anomaly Detection
- Continual Learning
- Explainability and Fairness
- Deep Learning
- Machine Learning Applications

Collaborations with several companies: 
Statwolf, Infineon, Technogym, Diasorin, 
LFoundry, Seagate, Breton, Swegon, 
Galdi, Santex, GoldenGoose, Electrolux, 
Zoppas Industries, Maschio Gaspardo, 
Luxottica, Pietro Fiorentini, … 

mailto:gianantonio.susto@unipd.it


Teaching Assistants

Francesco Borsatti, PhD Student
Mechatronic Engineer
Working on AI for edge applications & for heating 
elements systems 
francesco.borsatti.1@phd.unipd.it

Valentina Zaccaria, PhD Student
Control Systems Engineer
Working on Anomaly Detection, Explainable 
Artificial Intelligence & Active Learning
valentina.zaccaria@unipd.it
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Teaching Assistants

Marina Ceccon, PhD Student
Computer Engineer
Working on Deep Learning and Continual 
Learning for Fairness
marina.ceccon@phd.unipd.it

Matteo Cederle, PhD Student
Control Systems Engineer
Working on Smart Mobility, Autonomous Driving 
and Reinforcement Learning
matteo.cederle@phd.unipd.it

mailto:marina.ceccon@phd.unipd.it
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Lectures and Course Page
Lectures on:
Monday @ 12:30-14:00 – Room De
Thursday @ 12:30-14:00 – Room 14C 
(Padiglione 14 Fiera)
Friday @ 12:30-14:00 – Room Ue/Te (if we are 

having lab) 
OR Room Me

Moodle Page: 
https://stem.elearning.unipd.it/course/view.ph
p?id=12269

https://stem.elearning.unipd.it/course/view.php?id=12269
https://stem.elearning.unipd.it/course/view.php?id=12269


Course Recordings

Lecture and laboratories recordings 
will be made available shortly after 
the lecture.



Course Material

- Main reference:
1. Course Slides

- Other reference:
2. G. James et al. ‘An Introduction 
to Statistical Learning’  
https://www.statlearning.com/
3. I. Goodfellow, Y. Bengio, A. 
Courville ‘Deep Learning’ 
https://www.deeplearningbook.
org/
4. C. Molnar ‘Interpretable 
Machine Learning’ 
https://christophm.github.io/inte
rpretable-ml-book/

https://www.statlearning.com/
https://www.deeplearningbook.org/
https://www.deeplearningbook.org/
https://christophm.github.io/interpretable-ml-book/
https://christophm.github.io/interpretable-ml-book/


Exam

Written exam (on the same day):
1. Theoretic exam
2. *Python programming exam
*A student can take the
programming exam only after
achieving a sufficient score in
the theoretical part

Dates
- June 17th, 2025 from 13:30
- July 3rd, 2025 from 13:30
- August 29th, 2025 from 9:00
- January 23rd, 2026 from 9:00



Communications

- In email communications, please use object ‘[ML2024-25] 
<your title>’ 

- If you have a question, probably your colleagues has the 
same/similar one: we will try to answer during the lectures
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The keywords

Artificial Intelligence 
(AI)

Machine Learning (ML)

Deep Learning (DL) 
Deep Learning (DL) –

Neural Networks

Generative AI (GenAI)

• ‘Machines’ that can mimic 
human behaviour

• ‘Machines’ that can mimic 
human behaviour thanks to 
data

• A particular type of 
‘Machines’ that can mimic 
human behaviour thanks to 
data

• 'Creative' models: not 
deterministic output



- Define the relationship between 
input and output and make 
predictions

- Find anomalies (‘strange’ data)
- Make forecast of time-series
- Find Groups in the data
- Find patterns 
- Extract information from any 

type of data: tabular, images, 
video, text… you name it!

What Machine Learning algorithms can 
do:



Artificial 
Intelligence (AI)

Machine Learning 
(ML)

Deep Learning (DL) 
– Neural Networks

Generative AI 
(GenAI)

• ‘Machines’ that can mimic 
human behaviour

• ‘Machines’ that can mimic 
human behaviour thanks to 
data

• A particular type of 
‘Machines’ that can mimic 
human behaviour thanks to 
data

• 'Creative' models: not 
deterministic output

The keywords



Machine Learning Approaches

Neural 
Networks 
(Deep 
Learning)



Neural Networks / Deep Learning



Artificial 
Intelligence (AI)

Machine Learning 
(ML)

Deep Learning (DL) 
– Neural Networks

Generative AI 
(GenAI)

• ‘Machines’ that can mimic 
human behaviour

• ‘Machines’ that can mimic 
human behaviour thanks to 
data

• A particular type of 
‘Machines’ that can mimic 
human behaviour thanks to 
data

• 'Creative' models: not 
deterministic output

The keywords



Generative AI
Example: 1. text to image
1. 



L’AI è pervasiva e lo sarà sempre di più!
- Esempi di AI generativa



Example: text to video
1. 

‘A panda eating 
bamboo under a rock’
1. 

Generative AI



[2025 Question] 

‘Is Machine Learning a new 
thing? It started with 
ChatGPT?’

Well, actually…



2018 Turing Awards Recipients 
(and on Nobel prize recipient!)
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2018 Turing Awards Recipients 
(and on Nobel prize recipient!)
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Why now?

2018 Turing Awards Recipients 
(and on Nobel prize recipient!)



1. Data



2. Hardware





3. Software and Community

paperswithcode.com 



Is everything 
‘solved’ then? Is 
AI just a ‘simple’ 

and positive 
thing?



Attitudes towards AI/Machine Learning

The overly skeptical

‘It is just a thing for Amazon, Apple, 
Google and Facebook… I pass’ – ‘AI 
will have a negative impact on 
humanity’ 

From the web



The overly excited

‘This is the best thing ever! I’m going 
to plug AI in my system/product and it 
is done’ – ‘AI will save humanity’

From the webFrom the web

The overly skeptical

‘It is just a thing for Amazon, Apple, 
Google and Facebook… I pass’ – ‘AI 
will have a negative impact on 
humanity’ 

Attitudes towards AI/Machine Learning



From the webFrom the web

The overly skeptical

‘It is just a thing for Amazon, Apple, 
Google and Facebook… I pass’ – ‘AI 
will have a negative impact on 
humanity’ 

The overly excited

‘This is the best thing ever! I’m going 
to plug AI in my system/product and it 
is done’ – ‘AI will save humanity’

Both views are wrong! 
There are many aspects to 

be considered when 
developing and ‘judging’ AI

Attitudes towards AI/Machine Learning



#1 Without data, no ML

Machine Learning is not 
black magic, but it is a 
science based on the 
availability of data

Without data (or a data 
strategy) there is no 
way to implement a 
Machine Learning 
solution!

From the web



#2 Some phenomena are ‘unpredictable’



#2 Some phenomena are ‘unpredictable’

Wikipedia



#2 Some phenomena are ‘unpredictable’

Wikipedia

https://covid19-projections.com/

https://arxiv.org/abs/2003.04655

https://covid19-projections.com/
https://arxiv.org/abs/2003.04655


#3 Are Machine Learning systems able to 
generalize? Or they can just 
understand/predict what they have seen in 
the past?

The following example was 
inspired by Prof. Pietro Perona
of CalTech







72





#4 In many (most) areas/tasks effective 
Machine Learning is not plug-and-play

- Machine Learning solutions 
require a development process.

- Domain expertise is 
fundamental in many areas/tasks



#5 There is no a-priori 
knowledge on Machine 
Learning performances



#5 There is no a-priori 
knowledge on Machine 
Learning performances



#5 There is no a-priori 
knowledge on Machine 
Learning performances



#5 There is no a-priori 
knowledge on Machine 
Learning performances…

Especially when dealing 
with ‘private’ (ie. company-
specific) data!



#6 We will lose all our jobs because of AI



#6 We will lose all our jobs because of AI



#6 We will lose all our jobs because of AI



#6 We will lose all our jobs because of AI



#6 We will lose all our jobs because of AI

Most likely AI will 
replace jobs 
(accordingly also to 
major analyists, 
such as PwC or 
McKinsey)



#7 Deep Fakes 



#7 Deep Fakes



#8 Fairness



For all these 
aspects, a starting 
course in Machine 
Learning should 
make sense…



Course Outline



Course Outline (tentative)

The goal of the course is to provide an overview of the most common 
algorithms in ML. The course also aims at providing programming 
experiences on basic ML tasks.

We will cover:
- Basics of Statistics
- Supervised Learning Approaches (Regression & Classification)
- Unsupervised Learning Approaches (Anomaly Detection & 

Clustering)
- Elements of Neural Networks
- Elements of eXplainable Artificial Intelligence & Fairness



Supervised   Learning

Setup: Observation of the 
environment

Data: (x,y)

Task: learn a map from inputs x to 
outputs y



Supervised   Learning

Setup: Observation of the 
environment

Data: (x,y)

Task: learn a map from inputs x to 
outputs y

Unsupervised 
Learning

Setup: Observation of the 
environment

Data: x (no labels)

Task: learn patterns in input data



Supervised   Learning

Setup: Observation of the 
environment

Data: (x,y)

Task: learn a map from inputs x to 
outputs y

Unsupervised 
Learning

Setup: Observation of the 
environment

Data: x (no labels)

Task: learn patterns in input data

Reinforcement 
Learning

(there is a Master class)

Setup: Interaction with the 
environment

Data: (state,action, rewards)

Task: learn policies that maximize 
rewards



Machine Learning Approaches

Neural 
Networks 
(Deep 
Learning)



Beyond accuracy





Course Outline and Calendar 1/4 
WEEK 01
2025-02-24 Monday - Lecture 01: Course introduction & Motivation & Taxonomy of ML
2025-02-27 Thursday - Lecture 02: Introduction to Statistics for Machine Learning
2025-02-28 Friday - Lecture 03 (Lab 01): Introduction to Python

WEEK 02
2025-03-01 Monday - Lecture 04: Data Visualization, GIT
2025-03-04 Thursday - Lecture 05: Principal Component Analysis
2025-03-05 Friday - Lecture 06 (Lab 02): Elaborate and Visualize data

WEEK 03
2025-03-10 Monday - Lecture 07: Supervised Learning, linear regression, training vs testing
2025-03-13 Thursday - Lecture 08: Overfitting and Ridge Regression, crossvalidation
2025-03-14 Friday - Lecture 09 (Lab 03): Linear Regression and Ridge Regression

WEEK 04
2025-03-17 Monday - Lecture 10: Ridge Regression vs LASSO, gradient descent
2025-03-20 Thursday - Lecture 11: Classification, Logistic Regression
2025-03-21 Friday - Lecture 12 (Lab 04): Regularization & Classification



Course Outline and Calendar 2/4
WEEK 05
2025-03-24 Monday - Lecture 13: Multiclass Classification and Softmax Regression, Introduction to 
performance metrics: accuracy, precision, recall, F1-score / Handling unbalanced data
2025-03-27 Thursday - Lecture 14: Decision trees, overfitting and pruning
2025-03-28 Friday - Lecture 15 (Lab 05): Decision Trees

WEEK 06
2025-03-31 Monday - Lecture 16: Ensemble Methods: Bagging, Random Forests, bootstrap aggregating
2025-04-03 Thursday - Lecture 17: AdaBoost, XGBoost, Catboost
2025-04-04 Friday - Lecture 18 (Lab 06): Ensemble approaches

WEEK 07
2025-03-17 Monday - Lecture 19: Support Vector Machines (SVM), Linear and kernel-based 
approaches, Concept of the margin and kernel trick
2025-04-10 Thursday - Lecture 20: Unsupervised Learning: K-Means Clustering. Evaluating clustering 
performance.
2025-04-11 Friday - Lecture 21 (Lab 07): SVM and Clustering



Course Outline and Calendar 3/4 
WEEK 08
2025-04-14 Monday - Lecture 22: Anomaly Detection
2025-04-17 Thursday - Lecture 23: Introduction to Neural Networks, Activation functions (ReLU, sigmoid, 
softmax), Perceptrons

WEEK 09
2025-04-24 Thursday - Lecture 24: Training of NN #01

WEEK 10
2025-04-28 Monday - Lecture 25: Training of NN #02

WEEK 11
2025-05-05 Monday - Lecture 26: CNN
2025-05-08 Thursday - Lecture 27: Autoencoders
2025-05-09 Friday - Lecture 28 (Lab 08): NN #01

WEEK 12
2025-05-13 Monday - Lecture 29: RNN
2025-05-15 Thursday - No Lecture 
2025-05-16 Friday - Lecture 30 (Lab 09): NN #02



Course Outline and Calendar 4/4 
WEEK 13
2025-05-19 Monday - No Lecture 
2025-05-22 Thursday - No Lecture 
2025-05-23 Friday - No Lecture 

WEEK 14
2025-05-26 Monday - Lecture 31: XAI #01
2025-05-29 Thursday - Lecture 32: XAI #02
2025-05-30 Friday - Lecture 33 (Lab 10): XAI

WEEK 15
2025-06-05 Thursday - Lecture 34: Fairness in ML
2025-06-06 Friday - Lecture 35: Real-world Applications and MLOps

WEEK 16
2025-06-09 Monday - Lecture 36: What’s next
2025-06-12 Thursday - FREE



Thank you!

Gian Antonio Susto 

Machine Learning
2024/2025


