
X Benach space (with a nome I . 11)

( ... ) scolar product esociated to the

vorer if
· X x X + IR

x
, y -> (X , y) = X . y = (X , y) -IR

1) symmetric (X , y) = (y ,
X)

X- IR

2) lineon (X+ z
, y) = (X ,y) + (z,y) , (x , y) = X(x, y)

3) continuous if Xn + X In X (1xu-x1l-0)
(Xm , y) + (X

, y)
4) (X ,y)1 = /IXIIIyll (Coucly-Schwartz inequality



it is associated with the nover if
⑭2)= Hall Ill = Tu,u)

Example :
2 IR)

(E(I) , 11 . 112) is an Hilbert space

fig-((I) by Holder inequality
-

(f , g) = J f(x)g(x)dXc+o
I

Holden

((fig)) = (SE(()dx) = S(f)0x = 11111211811
I

Hilder irequality coincides with the
Carcly-Schwartzinequality



Pop Let [X, 11 : /1) be a Barach Space.

then the nome /1 . 11 is associated to a

Scolou product if and onfy if it
satisfiel the PARALLEL GRAM IDENTITY

+
,+X(x- y(T = 2((x|T +2((yI)mu

&

X=IR2#
- X



Examples of Benach spaces

I ? IR

·
LPCI) , Il · Il p f- (P(I)E)(f(x +a

1181p = [S(t)1Pax]
*

I

· (L
*

(I), 11-110) f + (0 / 2) = C M()) = C
/Allo= mpf

·(CE) , 11 . 12 Fee(I) if f is continuous

-

#UNIQUEHILBERTSPA



Example of Brach spaces

It , F , 1) a probability space

E filtration (a s-algebra collecting all
events)

e is a set

I is a probability measure on h

1 : 5+ To ,to]

A+S IP(A)

*: (2
,
7 , IP)-R meanrable

CRANDOM VARIABLE)



* is"transporting" I masue to a wease

on IR- BE B(IR)

#
x (B) = 1(w(X (w)+BB =1(X

-

(B)
2
&
Bor meane on IR.

M= (X random variables on
,

7
, 1) such

te(X) +o Y (it is a rectorial spece[ on 1R)

#(X) = Sed
d



what isE(X) ?

-> X is discrete (with a finite number of volues

#(w(X(w) = i) = y i = 1 ... k

X)= xliy i
i=1

le

1x = & (wiX(wi) G
i = 1 bi}

=

-X is absolutely continuous 1x L (Lebesquem)
-I

IPX has a density fx E(X)= cfy()
da



M = <X sonda variables #(X) < + a]
is a vectorial space

X2
,
Xz XX

,
+ MX2 = MaI #(X ,+ Xz) =E(x) + E(Xz) .

.
-

IIIIII= #(IX) this is a nome on M1

1) ElX1 = 0 E) IX1 = 0 with probabity
1.

2) E(xX) = M E(IX) VEIR
.

3) E((X+y1) <E((X1 + 141) =E(X) +E(Y) -



Det
.

Xn-X in the if Yu-X in M1
,
fleat

is ELI-X1) -> 0

(1 , 11 . 111) is a Beach pace.
obs 11 . 112 is not associated to

any
scalar product

It is sufficient to show that the parallelogram identity
is not satisfied for some X , YzM1.

Example

X Bernaulli of parameter pelo , 1) X : 1+ 40
,
23 CIR

I

(w ( X ( w) = 0 y = P \w(x(w) = 2y = i-p

E(X) = E(X) = p .

0 + (1 - p) .2 =2)-p) = 2=2p

Y Bernoulli of parameter pit(o, 1) , 4 :R + <1,33I



&wlY (w) = 1y =p(w(y(w) = 3y = 1- p

E(My)) = E(y) = p
. 1 + (1- p) . 3 = p + 3 -3p = 3 - 2p

X + y = 2 + G1 , 3 , 57

y -X = e + 21 , - 1 , 3} (y -V) :2 + 41
, 23

1 (c(X+ y = 1)) = P(X()= 0)P(y(0) = 1) = p2
↑ (w(X+ y = 3D = P(X(w)=0)P(y(0) = 3) + P(X(w)=2)P(Y()=D=

=

p . (1-p) + (1 -p)p = 2p - 2p2
↑ (w(X+ y =5) = P(X(w) = 2) P(X(w) = 3) = C-p)(1 -p)

= (1- p)2
#(x+y) = E(X +y) = 1 . p2 + 3 . (2p -2p2) + 5(1 -p) =



= + Sp -Sp + 5 +-p- 10p = 244
P(Y - X = 1) = P(y(w)= 1)P(X(w) = 0) + P(Y(w) = 3)P(X(w)=2)

= p -p + (-p)(1 -p) = p2+ 1 +p2-2p =

=2p + 1 -2p
↑ (y -X = = 1) = P(Y(w)=1) P(X() = 2) = p . (1 - p) = p - p2

↑ ((y - X) = 1) = P((y-X = 1) + P(y -X = - 1) =
= (p2 + 1 -2p + p - p2 = p2 -p +1

P ( .( -X1 = 3) = P(y =3) P(X =0) = (1 - p) . p = p - p2

E (1y- X1) = 1 . (p2- p + 1) + 3. (p - p2) =
= p2 - p + 1 +3p -3p2 = 2p -2pz+ 1



E((X+y1)] + E(N -y()] = 1(X+y( + 11x-y12 =

=(- ur)2 + (2p -12p2+ 12

= 2(2 -2pp + 2(3 -2p)2 = 211x/+ 211414?
= CECI1)]2 + 2EMY1)

2

So the parallelegou identity 13 NOT VERITIED

11 . Il1 is NOT ASSOCIATED To a SCALAR

PRODUCT => (M5 , 11 . (12) is NOT Hilbert !



we introduce the following space :
M2 = [X Random variables #(X2) < tool
↓

# (X)2 +a

11x112 = [14]
"

is a Norm on the

Space M2

Def : We say that Xn-X in MEAN SQUARE if
1IXn-X112 + 0 Not is EX-X1] -> 0 cometo

Note that :

#(X - X) = 11 X1122
-

I

he define the scolar product MXM2 + IR
X

, y -+ EX . Y)
·

We need to prove that X
,
YEM2

, #(X .Y/+oo-



iof :
a= b =1

CIX12]' [ECM12]"2
YOUNG ab e fa + 12 #MI

#12(N)
EE+

-> tele the expected value

EXIMI)

ELY)*=
(E(Y) /- ENXY) = [ENRY"EMYR]

"
to Since

e

X
,
Y = M

So &2, 11. 1/2) is an HILBERT SPACE



Det X ,
YEM2 Xis athogral to Y if

E(X .Y) = 0
---

COM c = 2Y + M2 such that E(X .Y) =0

-x+CY

Exeuple C= [XEM2 #(X) =0Y
C =? We prove that C= /constant rondouly.

variables

E if Y = C constant then

E(X-Y) = cE() = 0 XXtC .

1) if Y is such that E(X .Y) = 0 # X-2>



= E(X - (Y - E(Y)) = E(XY) - E(y) ·E = 0

X +C
b

O

I
but Y-#(Y)EC Since ECY-ECY) = 0 !

·

so F ((y - E(4) (Y -E(Y) =0
I
E (M-E(y(12) =0 => 14 - #412 = 0 . Will

mobablity I
= M = #(4) with probablity one

-> Y is constant



(r , 7 , 1) I filtration

g = 7 Ga subfetration
Gis a s-olgla

M2g = 4 * +> M2 such that X is meas
.

With resp tof

# : (t, 11) - IR is ameasurelle
function :

FBEBIR) X
- (B) = ( w(X(0) + B3 + y = z CM

(Mag is a closed subspace of M2)



ORTHOGONAL PROJECTION THEOREM-
imm

M2 = ( g , 11 . 112) GEF (G is a s-algebr
contained in 7) .

mag is a closed subspece of M2

FIER FIEE My such that

d(X , y) = 11X- y((z = [E(X-y(27=
=min [ (X-z)2]" =wis d(X ,z) .

zem'y ZEMy



-I is ethogonal to MigS

(E = y + w w = (i)+

E = E(X(G) = conditional expectation
· of X given G

= best estimator of X , given the information
contained in the fltration G-

Y is MEASURABLE With respect to G-



X-E(X(G) is athogonal ↳ every element
of Reg

EMy
X-E(X(y) + Ey)

=> E((-E(X(y)) · E(X(y)) =0[ # (XE(X(G)) = (((X(G)])

SREZom Larableobsuve

is in My for every Gv-algebra



tale I constant 1 - V.

-wetw
=
Eu I CEBY
-

BEB(IR) z-'(B) = Ec 1z (w) EBy

=[9 if CyB

2 if c -B

if Z is constant => ZEM FG s-algebr
because ty w-algebra, , G
#((X- E(X(G)) . a) =0 = E(x) = E((X(])

Capily the orthogonality and to Z(w)= c)



A particular case is the following
Zem E1z)EBEF
G(z) = filtration generated by Z =

=
sallest r-alglba which contains

all the elements [B) for BBCIR)
auple :

if EEC (2 constant) y(z) = 40 , %3



so faxtM25 ! E(X(G(z)=E(X (2) CNDI

the athogonal projection of X Eu

-
hM2

g(z)
(2 , (P,7) => I-
-

M2g(z) = 54 - M2 such that Y is maniale

w . r
.

to G(z).I y
-

(B)= Gw/Y(w) (By - G(z)4 =
L
Baul

·

=E) , for h : -IR measurable]
L

E((z)(2) - + 0 .



Suce Mg(= (h(z) , h : IR-1 Bol meaundley

E(X(Z) = h(z) where h :-IR is the

function which minimizes :

#(IX-2(z)()
=-

(z)) S

T
-

Colist (X ,h(z))]2 of meaurable Yolist (X , g(z)
2

hD = E(X(z) -is the BEST ESTIMATOR of X

given z : it is a function of which

has minimal distance (in 11: 112 sense) homX.
&



E(X(z) = h(z) where

#CX-E(X(z)() = mine E(X-g(z)12O#IX-h(z)12 ge
f

instead of MINIMIZING AMONG ALL POSSIBLE

MEASURABLE function of, T RESTRICT the-

Set (IMPOSING a CONSTRAINT)
.

↓

I impose the constraint
that

of is LINEAR
:

g :R-IR
linee # g(x) =AX + B X

for A ,
BE IR

-



I cousdei this other probler

min EDX-g(E) = min #XX-Az-BR2
g(x)=Ax +B B) -IR2

= EIX-EZ-5P (B) MINIMUM)

AZ +B it the BEST DEAR ESTIMATOR
of X given Z (it is not the best possible
estimater of X , which is E(XIZ) = h(z)

↑h in general
NOT LINEAR -

#= -



How to fed F
,
B ?

E(X- Az -B)=

E(X1 + A2 E(z)" + B2 -2AE(Xz) - [BE(X)
+ 2ABE(z)

F(A
,B) = E(x(2) +A =[(z(7)+ B2 - 2AE(Xz)

- 2B #(Z) + 2ABLE(Z))
·F :R? - IR

=0 2
= 0 (OB DE



17z= ) 2= ha , by

#(X(y(z)) = E(X) -

MG(z) = Iconstrutt roudou variable]


