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Industry 4.0

A large spread phenomenon and trend 1o
consider an evolution of traditional industrial
processes

Industry 4.0 (14.0) has multiple meanings: E\ ‘

O o
Connects/merges production with ICT (A .
Merges customer data with machine data . Qe

Goes M2M: Machines communicate with 0 =o,
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From Industry 3.0 to Indusiry 4.0

Industry 3.0 Transition Industry 4.0
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Field/1O Vast increased in device numbers Distributed control Secure remote
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PLC and |0 Module
Automation pyramid Automation pillar

ERP: Enterprise resource planning MES: Manufacturing execution system PLC: Programmable logic controller
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Industry 4.0: Technological Enablers

Advanced c~_:__ Autonomous, cooperating industrial robots
Manufacturing Solutions h Numerous integrated sensors and standardized interfaces

Additive ) .. ‘e 3D printing, particularly for spare parts and prototypes
Manufacturing L2 N Decentralized 3D facilities to reduce transport distances and inventory

Augmented E a Augmented reality for maintenance, logistics, and all kinds of SOP
Reality Display of supporting information, e.g., through glasses
; ; Simulation of value networks
imulation A Optimization based on real-time data from intelligent systems
Horizontal/ T | Cross-company data integration based on data transfer standards
Vertical 1 Precondition for a fully automated value chain (from supplier to
Integration customer, from management to shop floor)
. - Network of machines and products
ndustrial Internet .JH] L, Multidirectional communication between networked objects
= Cloud - Management of huge data volumes in open systems
~— Real-time communication for production systems

. Operation in networks and open systems
Cyber-security High level of networking between intelligent machines, products, and systems

Bia D d Analvti - Full evaluation of available data (e.g., from ERP, SCM, MES, CRM, and machine data)
Ig Data an nalytics . Real-time decision-making support and optimization
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Industrial Communication Requirements

Table 1: Industrial automation traffic types, service requirement and related TSN features [33] [14]

Service requirementsrange from best-effort s s e

° one ° ° Sporadic period delivery to Jitter to loss size (Byte) ittty
traffic to critical real-time traffic
Isochronous P 100ps~2ms Deadline 0 None Fixed: High
Severcl OrgOniZOTionS (e. g., 3GPP, |EC, |EEE, Cyclic P 500 ps~1ms \atency() <T None Fixed: High
. ° -Synchronous bound (T 50 ~1000
IC) have defined traffic types and _ . ‘
corresponding requirements of relevance o) e so-000
TO ind Ustriq I q Utomqtion Events: control S 10 ms ~ 50 ms La;sg;ym na. Yes W\J’[l]a[r]iaszlté‘O High
. . cperatorcom. - pound@ 1o - oo
Needs for appropriate QoS mechanisms for ™=
.I.he G pplico.l.ion ,S d G.I.O TrQﬂsmiSSiO n Network control P S50ms~1s throughput Yes Yes \SJ’SriNaEIDe[:] High
g;:)angi:l;gél.sl;ia:;on & S n.a. throughput n.a. Yes \5/888,?'120[] Medium
Need for (Ond Convergence of) wireless Video p Frame Rate throughput  n.a. Ves Variable: 000 Lon
& Wired Com muniCOTion TGChﬂOlogieS Audio/Voice P Sample Rate throughput n.a. Yes Variable: 1000 Low
Best effort S n.a. None n.a. Yes \Efgrima%lgzo Low
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Ethernet Rules Industrial Networked Environments

Ethernet has become a new standard for future industrial and automation applications,
surpassing Fieldbus technologies

ETHERNET SPEEDS enTeRPRISE
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Networking Enabler (1/3): Time-Sensitive Networking (TSN)

Many Industrial Ethernet variants,
e.g., PROFINET and EtherCAT. Most

of them suffer incompatibility

problems

|IEEE intfroduced a suite of

standards called Time-Sensitive

Networking (TSN) a.k.a
Deterministic Ethernet

IEEE
Standards

IEEE 802.1AS, IEEE
1588

IEEE 802.1Qbv

IEEE 802.1Qbu

Title

Timing Synchronization for Time-Sensitive
Applications

Enhancements to Traffic Scheduling Time-
Aware Shaper (TAS)

Frame Preemption

Description

Specialized version of the generic Precision Time Protocol
(gPTP) to synchronizes clocks between network devices

Enables Ethernet framesto be transmitted ona schedule
(guaranteed), while allowing [non-] time-sensitive frames to
be transmitted on a best-effort basis(no guarantee). Each
frame is assigned a queue based on QoS priority

Enables frame pre-emption to interrupt the transmission of
frames in favor of high priority frames

IEEE 802.1CB

Frame Replicationand Elimination for
Reliability

Provides for capabilitiesto recover from dropped Ethernet
frames or broken switches in a TSN networkbyinserting
duplicating frames atthe senderandthendiscarding the
duplicate

IEEE 802.1Qat

Stream Reservation Protocol (SRP)

Specifies the admission control framework for admitting or
rejecting flows based on flowresource requirements and the
available network resources.

IEEE 802.1Qav

Forwardingand Queuing of Time-Sensitive
Streams.

Specifies bridge operations that provide guarantees for time-
sensitive lossless real-time audio/video (A/V) traffic (i.e.
boundedlatencyandjitter).

Other protocols:

- IEEE 802.1Qcc: Enhancements and Performance Improvements

- IEEE 802.1Qci: Per Stream Filtering and Policing
- IEEE 802.1Qch: Cycling Queuing and Forwarding
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Networking Enabler (1/3): Synchronization and Packet Scheduling in TSN

A set of standards that make Ethernet networks deterministic, to
support real-time industrial traffic

= Synchronization (IEEE802.1AS) via a specific profile of the
Precision Time Protocol (PTP): generic PTP (gPTP) [1]

= Clock Master (CM), selected during the election phase
= Clock Slave (CS3)

» Enhancementsto Traffic Scheduling Time-Aware Shaper (TAS) [1]

= Algorithms for selecting the packet to be sent and Gate
Control List (GCL) to create cyclical Time-aware
Windows

= Each frame is assigned a queue based on QoS priority

TSN REQUIRES A NIC THAT SUPPORTS
* Hardware clock — Precise synchronization
» Multi-queuves — Traffic classes associated to NIC queue

Talker

CM CS
- -

Listener

Switch Switch
TSN 1 TSN 2 gPTP Domain
[«5)
Qreved Earliest s, |—0
> Control —>| TxTime |—» F % —
1 First 1S c
Traffic = 5
£ [ g
Q —
[5s) o [<5)
L Queue 1 ) g &
Credit S 9 -
|- - C =
«E’ »| Audio/Video > S?ased > 38 i1 S
é Traffic aper E 2
3 | 2
Queue 2 o IS
TX g . —
—»  Best Effort —»  Selection P : g —F
Traffic Algorithm E

Gate Control List

TO: 00000001
T1: 00000000
T2: 00000010
T3: 00000001
T4: 00000110
T5: REPEAT

Global
Time

Guaranteed
Latency

[1] Nasrallah, Ahmed, et al. "Ultra-low latency (ULL) networks: The IEEE TSN and IETF DetNet standards and related 5G ULL research." IEEE Communications Surveys & Tutorials 21.1

(2018): 88-145.

ALMA MATER STUDIORUM
UNIVERSITA DI BOLOGNA




Networking Enabler (2/3): Upcoming Industrial Wi-Fi (IEEE 802.1be — Wi-Fi 7)

® =_ — —
F‘r% il =5 il

User Experience Data Rate Spectrum Efficiency Network Energy Efficiency Connection Density

Key Enhancements

320 MHz channels Multi-link operation
4096-QAM Multi-AP operation
16 spatial streams Deterministic low latency

Multi-RU (puncturing)

il o

Peak Data Rate Cost Effective Area Capacity Low Latency
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Networking Enabler (3/3): 5G

5G revolutionizes connectivity beyond 4G with
three key use cases:

= Enhanced Mobile Broadband (eMBB) s
= Massive Machine Type Communications - & G\ |
(MMTC) I o

= Ultra-Reliable Low-Latency Communications <
(URLLC)

Enhanced Mobile

[ ]
§ .
& D>
& S /Broadband(eMBB)
- o5
P Wt ){\

Ultra-Reliable Low-Latency
Communication (URLLC)

el . g @J
Q o .-‘,‘
~

< P
=) ‘,/,-‘
i

4V L
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5G Use Cases

Enhanced Mobile Broadband (eMBB)

OBJECTIVE: Efficient communication across a vast
number of devices

APPLICATIONS: HD video streaming,
virtual/augmentedreality, and large data
downloads

KEY FEATURES: High data rates, improved capacity,
and enhanced connectivity in densely populated
areas

\. | o Enhanced Mobile
e _ > ’ P Broadband (eMBB)

1000 X Capacity/km?

>10 Gbps Peak

100 Mbps for Every User
Spectrum Efficiency

R

4
> o\
1=
Jc)
\ 5
4570 b%
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5G Use Cases

Massive Machine Type Communications (mMTC).

OBJECTIVE: High-speed internet access for data-
intensive applications

APPLICATIONS: |IoT networks, smart cities,
environmental monitoring

KEY FEATURES: Low power usage, high scalability,
and support for many low-throughput devices

C

S,
Massive Machine-Type
Communication (mMTC)

Sporadic Access

Energy Optimized (10yr)
Signaling Reduction
1000 X Connected Devices
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5G Use Cases

Ultra-Reliable Low-Latency Communications (URLLC)

OBJECTIVE: Providereliable and instant
communicationfor critical applications

APPLICATIONS: Autonomous vehicles, remote
surgery, industrial automation, and emergency
response

KEY FEATURES: Ultra-low latency, high reliability, and
immediate data transfer

Ultra-Reliable Low-Latency
= Communication (URLLC)

)
.,))

Low Latency (< 1ms)
High Reliability (99.99999%)

High Availability
Reduce Cost per bit

(o}
2
g
\%{Jﬂ 5 M
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The Future foresees an Integrated Industrial Computing Environment
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Controller
I/0 device
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activator)

L — . :
. o I - o End
Q End e i i o e e e station
station = I T 71 . .

End-to-end Ethernet

TSN FRER
< >

PDU session

[1] 5G TSN - integrating for industrial automation - Ericsson

[2] 5G-ACIA, White Paper Integration of 5G with Time-Sensitive Networking for Industrial Communications, 2021
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https://www.ericsson.com/en/reports-and-papers/ericsson-technology-review/articles/5g-tsn-integration-for-industrial-automation

The Computing Continuum and the Next-generation Applications

o o o . . Far Ed A ated Edge Cloud
Vast landscape of application domains: Industrial 10T, Vehicular RAN / Base Station T Regional DC / Central DC

Networks, Smart Cities, Al, and VR/AR.

G242 /G591 : R281 / H262 / G482 / S451

Coexistence of applications with very different QoS requirements:
. RAN: Radio Access Network RAN-RT: Real Time Resources CP: Control Plane
u H|gh ThrOUghpUT, RAN-NRT: Non-Real Time Resources UP: User Plane
= Ultro-low latency,
»  Deterministic communication,
= and more...

FOG

The Computing Continuum takes center stage, representing @
more fluid and adaptive cloud environment

Factory

1 F'Iam (
b ¢ k-
DetNet

aclory Plant 2 Wi FIiSG

= Hetferogeneous Physical and virtual resources |
= Heferogeneous communication technologies epce
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INSANE:
A Unified Middleware for
QoS-aware Network Acceleration
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Statement (1/2): Evolution Towards Specialized Hardware Solutions

The “other” CPUs you
may not be monitoring

A

= The network devices landscape has evolved to cater CPU 4 4

the demands of intensive distributed data applications
and time-sensitive tasks.

GPU

Ease of use

= Unprecedented network speed: from Gbps to offering FPGA

hundreds of Gbps

>

— also maintaining low latency profiles Performance potential
= Moving towards a data-centric network architecture
= DPU for efficient packet/data processing.
= GPU to accelerate for Machine Learning tasks.

= CPU free for compute (application) execution.

= However, these technologies present heterogeneous
APIs and low-level primitives adding to the complexity.

Data-centric network architecture

17
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Statement (1/2): Overhead in the (Linux) Software Networking Stack

Linux Networking Stack:
» Robust and efficient* networking infrastructure.

I
= Integrated into the Linux kernel, providing essential networking services. ) . Sender : Receiver
* Enables communication between devices over various network protocols. e A ADD I £ep
e : User Space
Sockets API: (" SocketInterface | [ sotket]) | Osocker 1) ) Kernelspace
R . . + skb management |
= Abstraction layer for network communication. g AR e |
. . . . . . . % Critical Section
= Provides a unified interface for applications to interact with the ( ) TCP/IP State ! between Application
: TCP/IP Protocol Stack 1 andiRe.Cantext
ﬂeTWOI'klﬂg STOCk. * TCP/IP processing I
. . . 8 7
» Facilitatescommunication over TCP/IP, UDP, and other protocols. 7 ™ I
1 —RPS/RFS - |nterrupt
Network Subsystem | ym— (ReadiDats Pt
* Netdevice subsystem | wel  \Write Data Path
+ skb management O || oo » Physical Transmission
1 . RX NAPI =—= Coalescing/splittin
Various sources of overhead: N { : g e
i . Men?:y‘glf)gatg:/l::{ocation = Driver TX 1 IRQ Handler Dj:l DRAM Circular Buffer
= Data Copies
\: J I
= Context Switching = ' =
. . oo . . e b oocaoolaoocoo}a— Hetrdswans
— impossible to fully utilize the network bandwidth or achieve : I

ultra-low latency supported by modern hardware technologies )
Linux network stack overheads [1]

[1] Cai, Qizhe, et al. "Understanding host network stack overheads." Proceedings of the 2021 ACM SIGCOMM 2021 Conference. 2021.
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Hardware and Software Acceleration Technologies

Novel acceleration options and kernel bypassing techniques: e.g., RDMA, XDP, DPDK.

Application

Userspace

XDP API

Socket API RDMA Verbs API DPDK API

Device Driver

TCP/IP TCP/IP

Netfilter Netfilter

TC TC

Device Driver

Network Hardware

Different APIs and hardware support between technologies...
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INSANE: INtegrated Selective Acceleration at the Network Edge

... Similarities between the differentapproaches to achieve network acceleration

= SOLUTION: An edge-cloud data distribution middleware offering LUNAR LUNAR
developers toselectively accelerate critical parts of their MQTT AMPQ DDS
applications App App
INSANE APIs (client library)
= Associate different data flows to different Quality of Service (QoS) ot
© Packet INSANE
levels... o Memory Manager “ Processin Runti
...direct mapping to the most appropriate network acceleration § & . Engine & untime
technology >

\ Packet Scheduler /
= |nnovative contributions:
[ C C C C PoIIingThreadPoolJ

= Auniform API for data distribution, based on the data stream
absiraction <
g TCP/IP XDP DPDK RDMA
h4
» Technology-independentframework for memory
management, zero-copy transfers and efficient packet Hardware

processing

= User-space scheduler
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INSANE: Latency and Throughput Evaluation Results and Comparison

3{'!-[2 7

25 |- l

Two nodes directly inferconnected
— o minimize network operatfions overhead

=  OS: Ubuntu?22.04
= CPU: 18-core Intel 19-10980XE @ 3.00Ghz

0
. .
RAM: 64GB Blocking Non-Blocking Calnap SELENE Calnip SELENE Raw
= NIC: Mellanox DX-6 100Gbps UDP Socket UDP Socket ~ UDP slow UDP fast DPDK

Round-Trip Time {pus)

Evaluationrunning a ping-pong application for the RTT,
and one-way source tosink for the Throughput.

100 ,

Comparison with other State-of-the-Art solution: SR 1 g:ﬁj‘;lﬂ?:
Demikernel [1](Catnip and Catnap) 2 :ﬁ H Kernel UDP
= INSANE has a slightly higher latency (ns-scale), but... 5% 6ol| grrﬁ;‘:”:fw
= ... Elevated Throughput g SELENE fast

:
INSANE achieves a good balance between high - R, ;'
throughput and low latency. 10 =

1]

4096 8192
Payload size (Bytes)

[1] Zhang, Irene, et al. "The Demikernel Datapath OS Architecture for Microsecond-scale Datacenter Systems." Proceedings of the ACM SIGOPS 28th Sym posium on
Operating Systems Principles.2021.
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INSANE: Comparison between Insane-based MOM (Lunar), DDS and ZeroMQ

Lunar MOM is implemented on top of INSANE

Two nodes directly inferconnected
— to minimize neiwork operations overhead

=  OS: Ubuntu 22.04

= CPU: 18-core Intel 19-10980XE @ 3.00Ghz
= RAM: 64GB

= NIC: Mellanox DX-6 100Gbps

Evaluation running a lunar-based ping-pong application for the
RTT, and one publisher to one subscriber for the throughput

Comparison with other State-of-the-Art MOM: Cyclone DDS [1] and
ZeroMQ [2]

Inthe accelerated case (Lunar fast) Lunar MOM outperforms the
other solutions in both RTT and throughput tests.

[1] https://cyclonedds.io/
[2] https://zeromq.org/

——— Lunar fast —— Lunar slow —— Cyclone DDS

ZeroMQ UDP

60 ;
. 55 e P ...................... b —
g BO |- I
~— 45 |-
- _
< 40 [ e e s
p‘ 35 | E
B B0 B T 2
,_6 20 ..................................................... __ ............
g 15 [ %__ ----------------- ll S ; SRR
Q% 10 F e O I TETITPITRPIEPR NP R
0 : : :
64 256 1024
Message Size (Bytes)
25 |- : . PP QO
00 Lunar fast 00 Lunar slow 22182
Z o0l 0o Cyclone DDS )
& ZeroMQ is
) excluded as it
: 15 .................................................................................. Showed unstable
g 10.51 performance
B L AN I I I e during the tests
= 5.72
g sl360 R — 4.69
1 1.44 1.49
0.37 0.54 :
64 256 1024

Message payload size (Bytes)
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Future Work (1/2): Are those Approaches Just for the Network? Considering
the Infrastructure

Applications laaS PaaS Inline Acceleration £
Networking Security Storage /s g ]
v ZED O Q © %
ases .
NETWORK STORAGE CRYPTO L' FIREWALLIDS MUAI  5GEDGE

) IPDK Infrastructure Application Interface
DOCA Services

Orchestration Crypto App Shield ) GPUNetlO

@ 1 Compiler
Telemetry Gatewa}zl;vivmwnll Bl Comrfi)t?r{:nty %\B “ @ Ipd k Driven

Firefy
DOCA Drivers

IPDK Target Abstraction Interface

P e e o e e O Seastsaasssanien Sisaseasansnssessaniesinsy

| IPDK 3 =1
Targets I-I gl _E

BlueField, BlueField-X and ConnectX
<X '
Infrastructure
nVI DI A Development Kit

DOCA

A BRI Networking Security Storage
ASAP? DPDK RegEx SPDK SNAP
DPDE DPDK SFT VirtlO-FS

DPU Management XLIO Inline Crypto XTS Crypto

https://developer.nvidia.com/networking/doca ttps://lpdk.|o/
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Future Work (2/2): Extensions towards full programmability

= Architectural enhancements:

= Transition from context-specific Applications
memory pools to a pool of Generic DN INSANE APIs (client library)

\
Data Buffers ﬁ‘% iTXQ aeszaniiy iu::)ieue INSANE

Manager L‘Iﬁll s Runtime
acCke
= Incorporate different acceleration Gensric %I@ffﬁ =) rocesi
technologies as loadable modules =

on-demand. \ Data Packet Scheduler /

Module Loader CI C C Thread Pool

Programmability: exploiting compute
resources for in-network processing and Terfp
observability

Hardware

o)

!

<)
S

XA
062
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E2E TSN Orchestration
&
TSN-enabled Virtual Environments
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Statement: A Cloud Perspective — Everything-as-a-Service

Cloud computing benefits from scale economy of
general-purpose technologies offered as-a-Service.

App App

App App App

App App

Virtual Machine Virtual Machine Container Container Container

BN
= [
=N

Best suited for elastic workloads, e.q., big data
batches.

Paid in terms of many software layers, introducing
unacceptable overhead, especially for URLLC
environments.

App  App  App

. . itional D irtuali '
Lack of as-a-Service offers supporting URLLC Traditional Deployment Virtualized Deployment Container Deployment

solutions in phy/virtualized (commodity) soft-real
time environments.
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Ultra-Low Latency 5G applications in VM-based Environments

@)
gl o

5G Transmitter

i
Publisher
app
i
Subscriber
app

A

(«py)

5G Subscriber

<— -

User-controlled systems (0.4 ms)

ULL applications require sub-milisecond end-to-endlatency. Most of this budget must be allocated for external provider

operations: end-host processing must be extremely efficient [1]

5G Subscriber

@

5G Transmitter

<25 km
000
o000
000
< 25 km oL
Provider
infrastructure

Provider-controlled systems (0.6 ms)

To fulfil these constraints, application rely on networking technology that are at odds with virtualization

[1] Xiang, Zuo, et al. "Reducing latency in virtual machines: Enabling tactile Internet for human-machine co-working." IEEE Journal on Selected Areas in Communications 37.5 (2019): 1098-

1116.
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TSN-enabled Virtual Environments for URLLC: Virtual PTP clocks

To run unmodified TSN applications in VM, we provide
each VM with a virtualized clock that tracks the host’s
system clock

SYNCHRONIZATION STEPS
@ Host NIC sync with the rest of the network via PTP

@ The PTP process synchronizes the NIC clock with the
host system clock

@ VMs virtual clocks sync with host clocks

(4) A Network Time Protocol (NTP) process synchronize
the VM'’s system clock using the virtual clock as a
reference

-------------------------------------------------------

Host E
VM VM i

e ) 1 @Q |
VPTP, VvNIC, VPTP, VNIC, i

‘ @ T

Linux P E

Bridge | i

7y ~ H

IR WICION.

gPTP Domain NIC E]T:S ;

REAL-TIME
CLOCK

HARDWARE
CLOCK

VIRTUAL
CLOCK
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TSN-enabled Virtual Environments for URLLC: Optimizing the Datapath

Main sources of datapath overhead are in the
kernel networking stack: data copies, context
switches, etc. [1]

However, TSN scheduling is performed by the
guest networking stack

OUR SOLUTION
= Guest kernel is untouched

= Host kernel is bypassed using DPDK, a library for

userspace packet processing.

8 VM 1 VM 2
2
% ethO eth0
£ ?@ frontend driver | @@ frontend driver
@ @ backend driver @ @ backend driver
3 tap0 vhost-user-0
5] [ [
x - - - -
g < virtual switch > C V|rtuaIISW|tch )
DPDK library  fml O
ethl eth2
Kernel-based Userspace

paravirtualization

[1] Cai, Qizhe, etal. "Understanding host network stack overheads." Proceedings of the 2021 ACM SIGCOMM 2021 Conference. 2021.

paravirtualization
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TSN-enabled Virtual Environments for URLLC: Evaluation Setup

GOAL Show that virtualized TSN applications preserv e sub-millisecond
E2E latency and good determinism.

Assuming 60% of the budgetreservedfor 5§G WAN propagation, we set the
latency threshold to 0.4 ms

TESTBED SETUP
= 2 UP Xtreme boards (Talker and Listener)

= 4 1Gbit TSN NICs (Intell210)

» |ntelCore i3-8145UE CPU with 2/4 cores
= 8GBof RAM

= OS-Ubuntu20.04with Linux kernel 5.4.0

= ] TSN-compliant RelyumRELY-TSN-BRIDGE switch

TESTAPPLICATION  One publisher, one subscriber, each running
baremetal orin VMs on a separate hosts. Exchange UDP packetswith Tms
publishing cycle

Talker

prp (O nec — = —{ ~ic [@pre

Talker Host

Talker VM

VPTP

VvNIC

Hig

p4
o

Kernel

PTP

NIC

Talker Host

Talker VM

VPTP

VvNIC

Mg

p
5

DPDK

PTP 6

NIC

e

Switch
TSN

Switch
TSN

Listener

NIC

Listener Host

Listener VM

2
< <1> VNIC| vPTP

NIC

Listener Host

Listener VM
<1> VNIC| vPTP
PTP i

[O)V]
DPDK
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TSN-enabled Virtual Environments for URLLC: E2E Latency and litter Evaluation

The experiment demonstrates our solution's ability 1o support TSN applications in virtual environments, with
latency stable < 400us

— The OVS-DPDK setup performs even better than bare-metal thanks to kernel bypassing

—— Bare-Metal OVS-Kernel —— OVS-DPDK
500 — - 100
450 —
480 r_lla.tenc:y thresh(_)l(_lT 1 [0 p— B ]
o 50 |- -
= 350 | T T D] =
R V01— | z  25f B
? 250 |- - . O%H% %H% %H |
S 200 - =
= = -2 .
— 150 z — =0 L |
100 % — 1 1
50 N —75 |
0 —100
16 64 256 16 64 256
Message Size (Bytes) Message Size (Bytes)
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TSN-enabled Virtual Environments for URLLC: 5G RAN Disaggregation

Iy TN/ ™\
« Further Dis-aggregation + v I
« RAN Cloudification \\', EPC / NGC
» Open APIs i - P,

« Multi-Vendors Interoperability ’l‘ OFH Dpen-interFachS and APls with interoperable RAN components

FV modules and reference designs
Intelligence and automation for Plug and Play

= Proprietary System

. . EPC/
Ist Level _ v 50”1.‘9 Dm—gggrggatmn Next Generation
Dis-aggregation - Partially Virtualized ~T C Core (NGC)
« No Interoperability - Virtualized ietarv dasi
F,rr\.lﬂ ”ﬁﬁﬁ%‘ﬁm NOImﬂ?tf\.?en%?rgqntegpeerggiﬂty
interoperability
- i ] Il I I
Closed Proprietary System I - p Evolved

Traditional RAN « No Open Interfaces RRH Layer1 g Layer2 g Layer3 Packet Core

« No Interoperability ' BBU (EPC)

Proprietary hardware and design =~
Does not support multi-vendors interdoperability
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Resource disaggregation and containerization in the C2TC

Typical C2TC applications are disaggregated and containerized:
= Applications are designed as interacting components
= Each componentlivesin an isolated container

Orchestrators (e.g., Kubernetes) can optimize the placement of
these componentsbased on:

= Applicationrequirements
= Edge node capabilities (e.g., CPU available)

However, orchestrators currently do NOT consider networking in
their placement decision, evenif network delays might disrupt the
operations of applicationrequiring:

1. Ultra-Low Latency

2. Deterministic behavior

kubernetes
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Flannel and the overhead of container overlay network

Kubernetes can create overlay networks among
containers through a set of Container Network Interface

(CNI) plugins
There are many CNI plugins, e.g., Flannel

Although with different tools and mechanisms, they set
up the same network configuration, introducing ftwo
crucial issues for mission-critical applications:

1. Multipleinstances of the kernel-based network stack

2. Impossibility o configure TSN protocol parameters

2 CNI

kubernetes

[

o

docker

APPLICATIONJ

l&

Nt
Linux

[ Contalner UDP/IP ]@ Kernel

\/rtual
x Switch

v
[ Host UDP/IP ]@

v L
\ TSN scheduler /

;

Physical

RIS
Network ALMA MATER STUDIORUM
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KuberneTSN: A CNI for Time-Sensitive Applications in the Computing Continuum

KuberneTSN is a new Kubernetes CNI that allows deterministic communication between containers through a
new userspace TSN scheduler and achieves ULL through a kernel-bypassing, zero-copy datapath

-
! APPLICATION
docker [ LibKTSN
\_
‘ Linux
Container UDP/IP | Kernel
Virtual Switch >
Host UDP/IP

\ TSN scheduler /

36

\

Physical Network

KTSNd

Shared *
\ [ UDP/IP_] /docker

Memory

Userspace
Virtual Switch
=P Flannel
> tsn-chi UDP/IP

Physical Network
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KuberneTSN: Evaluation Setup

GOAL  Show that tsn-cni can configure the network to
achieve low-latency and a deterministic behavior

TESTBED SETUP

= 2 machines equipped with
= 2.5Gbit Intel 1225 NIC
= Intel i9-10980XE 18/36 CPU
» 64GB RAM

= T TSN-compliant switch

TEST APPLICATION 1 pub, 1 sub, running in containers on
separate hosts, exchange UDP packets with Tms publishing
cycle

Host 1

TSN

NIC
Publisher
Host 1
TSN —
Publisher o O
& [z
docker LL
Talker Host
TSN
Publisher s o
& |15z
docker =

Host 2

TSN
Subscriber

Host 2

TSN
Subscriber

Flannel
F’

docker

=<
NIC
Switch
TSN
)
=4
Switch
TSN
)
=
Switch

Listener Host

TSN
Subscriber

tsn-cni
=

docker

TSN
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KuberneTSN: End-to-End Latency & Determinism Evaluation

We consider different data sizes (64, 256, 1024 bytes) and compare the results to
a bare-metal deployment and a typical Flannel configuration

50
109 Bare-metal
==
40 + =+ TSN-CNI
0.8 7 Flannel
2301 F 0.6
e
oy F- =k a
g F =+ 04
3 201 -12% latency on ‘
average over Flannel
10 - 0.2 1 KuberneTSN is the most
precise option
Bare-metal TSN-CNI Flannel 0.0
U I ] ] ’ T T ) I
64 256 1024 0 10 20 30 40 50
Payload (bytes) Latency (us)
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KuberneTSN: Future Work

| Application |
Shared KTSNd
Memory
LibKTSN

UDP/IP

N~

= Kubernetescan create overlay networks among containers through ERETE

Pod
a set of Container Network Interface (CNI) plugins il

Pod ,—‘

= Currently do not consider networking for placement decision, evenif

network delays might disrupt the operations of application requiring:
ULL, deterministic behavior

UDP/IP

Virtual
Switeh

(UDP/IP)

KuberneTSN
Datapath

Flannel
Datapath

= PROBLEM: two crucial issues for mission-critical applications
=  Multiple instances of the kernel-based network stack
= |Impossibility to configure TSN protocol parameters

UDP/IP
NIC

NF‘ Host (Worker Node)

Kubernetes servers

= POSSIBLE SOLUTION: other networks (api-server kubelet so on)

NetworkAttachments
= KubernelSN defines a new Kubernetes CNI plugin:kernel- st i
bypassing zero-copy datapath, userspace TSN scheduler W
= Integration of Multus CNI — Kubernetes plugin that enables @

attaching multiole networkinterfaces to pods. net! | @

= Layered orchestrator for network/compute resources * Spproelispmimi e (Liveness and Readiness) Probes
e Communication between APl and Pod

[1] A. Garbugli, L. Rosa, A. Bujari and L. Foschini, "KuberneTSN: a Deterministic Overlay Network for Time-Sensitive Containerized Environments,”
ICC 2023 - IEEE International Conference on Communications, Rome, Italy, 2023, pp. 1494-1499, doi: 10.1109/ICC45041.2023.10279214.
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E2E TSN Orchestration: QoS-Aware Management and Control

The Centralized Network Configuration (CNC). Manages
the networked devices enforcing QoS as requested by

TSN communication endpoint: time synchronization,
VLAN setup, and network schedule

The Centralized User Configuration (CUC): Cooperate

OPC-UA | DDS | Zenoh

with the TSN agent to manage the TSN stream required
by the end devices X

TSN Agent

The Knowledge Base: Stores information regarding

; a Switch
NICT1 1
Talker »

managed elements. Information can be sent by the NICT2 |
participants or requested directly from the knowledge

base.

TSN
Switch
2

NETCONF/YANG
; v \

TSN

N
\
\

The TSN Agent. Query the CUC to request valid QoS-
aware TSN flows and uses Netlink as a protocol to
manage and monitor the status of a TSN stream

TSN
Switch
3

OPC-UA | DDS | Zenoh

.
.
Py

TSN Agent

NICL1

Listener
NIC L2
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E2E TSN Orchestration: Latency and lJitter Evaluation

We used a UDP-based traffic with a payload varying from 32, é4, 128 and 256 bytes, and with a regular interval of 1 ms

TESTBED SETUP = . -
= 3 UP Xtreme boards (Talker, Listener, and CUC+CNC+Knowledge Base) T o %
= 4 1Gbit TSN NICs (Intell210) 530 . -
. . B il .f.l _.ﬁ_
= IntelCore i3-8145UE CPU with 2/4 cores CEN N -
= 8GBof RAM 4T '
= OS - Ubuntu 20.04 with Linux kernel 5.4.0 = - =
2 3‘2 6I4 ‘ 12‘8 256
= 3 TSN-compliant RelyumRELY-TSN-BRIDGE switches P f(’iynl‘;jy‘i;;)ze
= Each switch has 4 1Gbit ports 01
[s1 . . e
[ 1S2| == - =
cuc 0.05 == — - E —_— p— —
CNC g E‘ 0r %l |£|E| %l
, S wsr = = = = = = =
Talker I_{___»:‘H:__) Rw:mh ¥__‘;:‘;_\__ Listener o 3‘2 | 6‘4 P. load si 128 2‘56
N e | (nbytes)
2 3 R TYBISE
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E2E TSN Orchesiration: Reconfiguration Scenario

The experiment demonstrates the ability of TSN agents to handle reconfiguration events.

— The communicationis initially serviced viathe ST and, following a link-drop event, goes
through $2 with a downtime period due to the reconfiguration of about 150 ms

9.0

—s1
51——s2 e

4.5 y

4 - i

(in us)

Latency

3.5 .

3F i

2.5 | | | |
7.6 7.8 8 8.2 8.4 8.6

Time
(in s)
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User network
interface

Future Work: Extending with Wi-Fi

Configuration &
management of

- T
(------.l

sync TSN parameters
e
» |ncreased Mobility in Industrial Automation: Reducing wirng TSN |2 ) ( AR
. . ° ° [l - =

complexity, enabling versatile network topologies EDL |z = | ED4
TSN | & Wireless TSN

= Applications in Robotics and AGVs: Supporting real-time applications ED2 ;'))) e B :x: EDS
. . . . . . o TSN switch )

in automated vehicles and industrial robotics > >
TSN | & _)) Wireless Boundary TSN TSN

ED3 |z clock clock clock ED6

= |nfegrating deterministic networking over Ethernet and wireless

infrastructure
Single chip, combining System-on-Chip penwifi
i-Fi : 0 . dio/network/applicati i -
= Wi-Fi Integration for Wireless TSN: Increasing o PEEEE righ
network range and flexibility, addressing 3H(;%h-s;(>ee|d on-<hipbus:ping ;{Trof | .
. s (vs Ims in i-Fi
latency and jitter challenges S ow
Reprogrammable hardware I
. (e . . . (unlike ASIC)
= SOLUTION: Utilizing an open-source Wi-Fi
stack for adaptable and customizable  easic features Advanced features
. . o~ + |EEE 802.1 la/g/n @ 20MHz » |EEE 802.1 lax (Wi-Fi 6) OFDMA
TSN SO|UTIODS, e.g., OpenWI'Fl []] * Aggregation (AMPDU) « 8 HW queues
» Several RF optimizations for improved sensitivity * TSN features (see further)
* Dynamic FPGA/driver reloading in seconds * Increased robustness in multi-path environments
* https://github.com/open-sdr/openwifi » CSl, CSl fuzzer, I1Q samples...
[1] open-sdr/openwifi: open-source IEEE 802.11 WiFi baseband FPGA (chip) design: driver, software (github.com) N
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Concluding Remarks: The Future of Industrial Networking

Integration of TSN in Industrial Networks — TSN is revolutionizing industrial network communications,
ensuring high reliability, and deterministic data delivery

Synergy with Emerging Technologies — TSN, in conjunction with advancementsin 5G, Wi-Fi 7, and
culting-edge hardware solutions, can lead to more efficient, flexible, and scalable industridl
networks

Future Directions — Anticipate further integration of TSN with emerging wireless technologies,
enhancing the capabilities of Industrial loT, Smart Cities, and Automated Vehicles. The move
towards a data-centric network architecture and specialized hardware acceleration opens new
possibilities for innovation and efficiency in industrial applications

Challenges and Opportunities — Challengesin standardizing and deploying these technologieson
a large scale. However, significant opportunities for research, development, and innovationin the
field of industrial networking
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Infroduction to eBPF Technology

= The operating system kernelis crucial for
implementing observabillity, security, and
networking due to its comprehensive system

CO n.l.r Ol . gse Networking Security Obs_lgrr;/;k?]igty &
ases
= However, kernel evolutionis challenging due to aeBPF ke #8
its central role and the need for high stability and Feet
security @ =
€BPF Ml::iléggng
— eBPF, is a technology that allows running sy SDKS'BPF b GOG® e
sandboxed programs in privieged contexts A
lke the Linux kernel (now also in Windows) e o g
Runtime - Networking
MapS aeBPF - Network Security
. o Eﬁ?/gﬁl: e MO R e
= eBPF enables extending kernel capabilities Kernel kel

without altering kernel source code or loading
kernel modules
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What's possible with eBPF?

Networking

Speed packet processing without
leaving kernel space. Add additional
protocol parsers and easily program
any forwarding logic to meet
changing requirements.

Tracing & Profiling

Attach eBPF programs to trace
points as well as kernel and user
application probe points giving
powerful introspection abilities and
unigue insights to troubleshoot
system performance problems.

Observability

Collection and in-kernel
aggregation of custom metrics with
generation of visibility events and
data structures from a wide range of
possible sources without having to
export samples.

Security

Combine seeing and understanding
all system calls with a packet and
socket-level view of all networking
to create security systems
operating on more context with a
better level of control.
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