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Community detection

|ldentify communities in a network




UNIVERSITA

DECLI STUDI Conceptual picture of a network

DI PADOVA explaining the role of community detection

Cluster/Community

(strong tie)

Bridge

(weak tie)

d We often think of networks looking like this
1 But, where does this idea come from?



UNIVERSITA

DEGLI STUDI Granovetter’s explanation

DI PADOVA Granovetter, The strength of weak ties [1973]
https://www.jstor.org/stable/pdf/2776392.pdf

Q: How do people discovered their new jobs?

A: Through personal contacts, and mainly through

acquaintances rather than through close friends
Local cluster/community
Strong ties

Remark: Good jobs are a scarce resource
Conclusion:

O Structurally embedded edges are also socially strong, but are
heavily redundant in terms of information access

O Long-range edges spanning different parts of the network are
socially weak, but allow you to gather information from different
parts of the network (and get a job)

Bridges
Weak ties


https://www.jstor.org/stable/pdf/2776392.pdf

UNIVERSITA

DEGLI STUDI Community detection

DI PADOVA the general approach

Granovetter’s theory suggests that networks are
composed of tightly connected sets of nodes (i.e.,
communities), loosely connected between them
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We look for unsupervised methods, as most of the -r. !‘-l -

times no ground truth is available (
.y‘ \"J

We want to be able to automatically find such
densely connected group of nodes

We look for a measure of the goodness of a
community assignment, to be able to compare the
performance of different algorithms
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Figure 2 | A network of collaborations among scientists at a research



UNIVERSITA

DEGLI STUDI The core periphery model

DI PADOVA Lescovec, Lang, Dasgupta, Mahoney, Community Structure in Large Networks:

Natural Cluster Sizes and the Absence of Large Well-Defined Clusters (2008)
https://arxiv.org/abs/0810.1355

Can we find a justification for this?
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Caricature of network structure


https://arxiv.org/abs/0810.1355

UNIVERSITA

DEGLI STUDI Overlapping communities

DI PADOVA to explain the core periphery model

Wiskers
O are typically of size 100

O are responsible of good communities
Core

] denser and denser region
O contains 60% nodes and 80% edges
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UNIVERSITA

DEGLI STUDI Measuring overlapping

DI PADOVA in social networks

Edge density is

bigger in the
overlap

Ground truth - Edge probability increases with
the number of shared communities

Feld, The focused organization of social ties, [1981]
The more different communities that two individuals
share, the more likely is that they will be tied

2 3 4 5 6 7
k, Number of shared communities 8

AmMmazon



Modularity

Measuring the goodness of a community assignment




UNIVERSITA Modu Iarlty

DEGLI STUDI

Newman, Modularity and community structure in networks (2006)
DI PADOVA
https://www.pnas.org/content/pnas/103/23/8577 .full.pdf

Want to:

d  measure of how well a network is partitioned into
communities (i.e., sets of tightly connected nodes)

ldea:

d  “If the number of edges between two groups is only
what one would expect on the basis of random chance,
then few thoughtful observers would claim this
constitutes evidence of meaningful community
structure”

O  Modularity is “the number of edges falling within groups
minus the expected number in an equivalent network
with edges placed at random”

10


https://www.pnas.org/content/pnas/103/23/8577.full.pdf

UNIVERSITA

e st NUmber of edges falling within groups

DI PADOVA an adjacency matrix overview

Q; = Z a; - 1(C; = ¢))
ij

blocks = edges
inside a community

4 a; entries of the (binary) adjacency matrix
dn |ndlcat|ng function (=1 if true)

d ¢; community (value) of node j

adjacency
matrix A —

v

11




UNIVERSITA

mcustunr Network with edges places at random

DI PADOVA Molloy-Reed model (1995)

k=3 k=2 k=2 k=1
1. unwire nodes by breaking edges

but keep stubs (2L in number) * * * ,

so that nodes keep their degree

2. rewire stubs at random W}
The resulting graph may contain cycles
and multiple links (but are a few)

Rewiring probability is p; = k; k; /2L

S

number of trials probability of
from node i linking to node |
12



UNIVERSITA

DEGLI STUDI Minus expected number of edges

DI PADOVA an adjacency matrix overview

Q= Z pji- 1(c; = ¢))
if

The null model !

Q wiring probability p; = ki- k; 12L s & commanty
Ak = Zjaij = node degree /
2L =) ki =# of stubs

matrix collecting
values p; —

N/
_

A 4

13



UNIVERSITA

DEGLI STUDI Modu Iarlty

DI PADOVA a definition

Modularity (normalized -1 < Q< 1)

Q=(Q;—Qy/2L
=11/2L- Z (a,-j- k,kj/ZL) y T](C,'= Cj)
ij

d Q > 0 if the edges within groups exceed the
(expected) random number

d Q € [0.3,0.7] for a significant community structure

 Q grows with size of the graph/number of (well-
separated) clusters (Good et al, 2009) and cannot
use Q to compare graphs very different in size

14



UNIVERSITA

DEGLI STUDI Modu Iarlty

DI PADOVA matrix formalization for undirected networks

original adjacency matrix sum of the — 4T
(symmetric, can be fractional) AO entries of A D,O\_ 1 AO 1

corresponds to 2L

normalised adjacency matrix — — corresbonds to a /2L
(entries sum up to 1) A=Ap/Dy P j

normalised degree vector d = A 1 +— corresponds to ky/2L
(entries sum up to 1)

. , 1 1 0 0 0 0 ) «——community 1
community assignment _
matrix (binary, one active =10 0 1 0 0 0| <«—communiy?2
entry per column) o 0 0O 1 1 1 )<—community3
nodes 1 and 2 belong to community 1 nodes 4, 5 and 6 belong to community 3

modularity | @ = traqe(q (A -d dT) qT)

corresponds to selecting blocks pertaining
to communities

15
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NIVERSITA Modu |ar|ty

DEGLI STUDI
DI PADOVA another useful matrix formalization for undirected networks

AO\ — - —
D0=1TA01/.A-A0/DO P.c=CACT

can be interpreted as a probability
matrix linking communities, its entries
are the sum of the links of A from
community i to community j

can be interpreted as the probability Pc = PCC 1=CA1=Cd

vector of communities

modularity | Q = trace(PCC— Pc PCT)

16



UNIVERSITA

DEGLI STUDI The Louvain algorithm

DI PADOVA Blondel, Guillaume, Lambiotte, Lefebvre, Fast unfolding
of communities in large networks (2008)
https://arxiv.org/abs/0803.0476

g7 Phase 1: modularity is optimized
“ on the normalized ajacency matrix
<~~~ Aby allowing only local changes of
@9 1 communities

013

Each node is
H Modularit Communi The passes are
a community e d . ) .
SiLARETP R i repeated iteratively until
no increase of

modularity is possible
24

Phase 2: the communities found are
aggregated (sum of links) in order to
build a new network of communities
with normalized adjacency matrix P¢ 17



https://arxiv.org/abs/0803.0476

UNIVERSITA

DECLI STUDI Local changes in Louvain

DI PADOVA as elementary calculations ensuring scalability

Adding a separate node to a community: increment 4Q in modularity
Before adding After adding

community C —

community C + node i

nodei —»

what makes the difference

AQ =/29T (a;— d,-g)

binary vector identifying 1 ith entry of d
community C ith column of A

O Can be used (with inverse sign) to remove node / from a community
O Node jis placed in the community ensuring the maximum gain (and positive)
U Easy to calculate, i.e., scalable

18



UNIVERSITA

DECLI STUDI Characteristics of Louvain

DI PADOVA what makes it interesting

d Implements modularity optimization

 Scalable (low complexity)

 Effective

 Available as the reference implementation in any
programming language

1 A greedy technique (the order of nodes is selected
at random)

can be mitigated by consensus clustering

19



UNIVERSITA

DEGLI STUDI Consensus clustering

DI PADOVA the rationale

Applying Louvain Ptimes to a We capture the recurrent patterns through
network A yelds different a consensus matrix D, whose entries
partitions, but we expect that correspond to the fraction of times two
these are somehow related nodes appear in the same community

5x5 consensus matrix
(unnormalized)

P=4 community
assignments

network corresponding to the
consensus matrix D

20
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R Consensus clustering

pI1 PADOVA Lancichinetti & Fortunato, Consensus clustering in complex networks (2012)
https://www.nature.com/articles/srep00336

Apply Louvain to A to yield P community detections Cp (partitions)

1. Compute the consensus matrix D
» Dy is the fraction of partitions in which vertices / and j are
assigned to the same cluster in Cp
» entries below a chosen threshold are set to zero

2. Apply Louvain to D to yield a new Cp
» if the partitions are all equal, stop
» otherwise go back to 1.

Cycle until convergence

21


https://www.nature.com/articles/srep00336

Generalizing modularity

directed and signed networks




UNIVERSITA

DECLI STUD The null model for a directed network

DI PADOVA the role of in- and out-degree

1. unwire nodes by breaking edges /’\ R R ?

but keep stubs and their direction

so that nodes keep their in/out degree ‘ \‘ \‘ \é/

2. rewire stubs at random, linking output
stubs to input stubs

_ it i ie n. = leout [in
Rewiring probability j>1is p; /k‘J K ‘/ L\ number of

available links
number of trials probability of
from node | linking to node i

23



UNIVERSITA

DEGLI STUDI Modu Iarlty

DI PADOVA matrix formalization for directed networks

original adjacency matrix sum of the — 4T
(asymmetric, can be fractional) AO entries of Ay D 0 1 AO 1

N

corresponds to L

normalised adjacency matrix A= AO /D0<_ corresponds to ay/L

(entries sum up to 1)

normalised in-degree vector
(entries sum up to 1)
normalised out-degree vector
(entries sum up to 1)

d'n = A1+ corresponds to k;"/L
I

dout = AT {1 <+—corresponds to kL

community assignment matrix

(binary, one active entry per column) not equivalent to making

A symmetric via 72(A+AT)

modularity | Q = trace(C (A - d,-n doutT) CT)

Leicht and Newman, "Community structure in directed networks." (2008)
https://link.aps.org/pdf/10.1103/PhysRevLett.100.118703

24


https://link.aps.org/pdf/10.1103/PhysRevLett.100.118703?casa_token=ROGoOCYGJm4AAAAA:setN4sW5A0QC8hQc4xB-auAzHa8Q0YZWNPH05dbvmQZ07nvubgk4E0a1fRLkmgrf6MnpoOEncQCz

UNIVERSITA

DECLI STUDI Local changes in Louvain

DI PADOVA in the directed case

Adding a separate node to a community: increment 4Q in modularity

Before adding After adding

community C —

community C + node i
nodei —

what makes the difference .
4Q= ¢ (f" + 1= dPY iy = 0" doy)

binary vector identifying
community C ith column of A ith row of A

ith entry of d,, and d,;

 Keeps its simplicity
 But be aware that it is not always implemented in standard
packages 25



UNIVERSITA

DECLI STUDI Directed versus undirected Louvain

DI PADOVA Dugué and Perez, Directed Louvain: maximizing modularity
in directed networks (2015)
https://hal.science/hal-01231784/document

Directed solution using A (colors
correspond to ground thruth)



https://hal.science/hal-01231784/document

UNIVERSITA

DECLI STUDI The null model for a signed network

DI PADOVA the role of positive and negative components

1. unwire nodes by breaking edges ,/’K R R ?
but keep stubs, their direction, and sign !
'XR N 1

2. rewire stubs at random, linking output stubs to input
stubs, with same sign

Rewiring probability j2iis p; = kvt k™ / L* - keut k- / L-

/

positive negative
contributions with contributions with
positive sign negative sign

27



UNIVERSITA

DEGLI STUDI Modula rlty

DI PADOVA matrix formalization for signed and directed networks

original adjacency matrix — + i} + — 4T +
(asymmetric, signed) Ap=Aop -Ag Dy 1 A~ 1

normalised adjacency matrices

* = =+ =+
(entries sum up to 1) A AO /DO
normalised in-degree vectors + — A+
(entries sum up to 1) dln A=1

normalised out-degree vectors + — N\T
(entries sum up to 1) dout (A ) 1

community assignment matrix C
(binary, one active entry per column)

mixing constant @ = Dy /(D" + Dy)

modularity | Q = atrace(C (A*-d,* d ;7)) C")
- (1- a) trace(C (A--d, d ") C")

Traag, Bruggeman, "Community detection in networks with positive and negative links." (2009)
https://journals.aps.org/pre/pdf/10.1103/PhysRevE.80.036115

28
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UNIVERSITA

DECLI STUDI Increasing the resolution

DI PADOVA boosting or decreasing the role of the null model

The resolution limit:

1 prevents the algorithms in detecting small
communities

] arises because the null model assumes that each
node has an equal probability of connecting to
every other node

Can be mitigated by controlling the strength of the
null model, i.e.:
it is implemented in

= trace(P -~ — T\ | standard packages
Q = trace(Pcc )%PCPC)

tunable value y>1 increases the number of communities
y<1 decreases it

29



UNIVERSITA

DEGLI STUDI An application example

DI PADOVA interconnections in brain regions through fMRI data

o
S

number of subjects

40 60 80

age
Figure 1: Age histogram of the 308 subjects under study

4 0.6

0.4

Can run Louvain on it to
o.:\

identify meaningful
, patterns (communities)
for each subject

-0.2

30



UNIVERSITA

DECLL STUDI On the dependency on y
DI PADOVA Nastaran Amini, community and hub detection in human
functional brain networks, master thesis, (2020)
clean thanks to 157
0.5 -
CC?E%?;US ® a measure of
204 9 € 10 | similarity, O if
S 03 / £ same
3 S communities are
Eo2} s 5 1 found for
0.1 = adjacent values
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0 0 e !
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| — which y should we|use?
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UNIVERSITA

s stonr Modularity in overlapping communities

DI PADOVA relaxing the reference model

Target problem:
maximize | Q =trace(CB C'), B=A-d,d,,
wrt C | subjectto C =0
C'1=1

C it)gary

we drop the binary condition to
allow for overlapping communities

 Can be implemented by alternate search on nodes
(possibly in a random order) starting from the output
of a standard Louvain approach

It improves modularity

It is not available in standard packages .



UNIVERSITA

DECLI STUDI Alternate search basics

DI PADOVA optimizing the community coefficients of node i

Here c;
Target problem: is the ith
maximize | Q = trace(C B C") column

wrt ¢; | subjecttoc;=0,¢1 =1 of €

Gets a reasonable form — ith column of C only
by ertlng C= C,.,,' + C; 6,‘T

ith column of C setto 0 binary vector active
only in position i

Q = trace(c; 6;" B 6;c;") + trace(C.; (B+B") §,¢;") + const
= Bjl¢i|* + ¢i' C; (b+r) + const

ith column of B jth row of B 33



UNIVERSITA

DEGLI STUDI Alternate search algorithm

DI PADOVA Part 1

Target problem:
maximize | “2a|ci|?+ ¢'v
wrt ¢;| subjecttoc; =0, ¢1=1
witha=B;,v=%C_ (b+r'")

concave the value lies in the range of the
| | values of v

v v
Case 1:a20 | argmax “2a|c;|°+ ¢c,'v
subjecttoc; 20, ¢c;"1 =1

Solution: ¢;=4;, j=argmax;yV;

we force it to the maximum value of v
34



UNIVERSITA

DEGLI STUDI Alternate search algorithm

DI PADOVA Part 2

convex u =/ -v/a
|

; 7
Case 2: a<0 | argmin 2 |c;|°-¢c'u
subjecttoc; =20, ¢, 1 =1

Solution: we exploit the Lagrangian

L="%|ci|?°-¢cfu+2(¢c;'1-1)
if the global minimum VL=c,-u+11=0

N g

is below 0, then O is
the best choice

\ \\y ci=[u-2 1]" where 1 is such that 1" [u-11]" = 1

o |
positive part operator: [x]* is x for x>0 and 0 otherwise
35



UNIVERSITA

DEGLI STUDI Alternate search algorithm

DI PADOVA |dentifying the correct 2

Problem ‘ find A such that1" [u-21]* =1

Solution: sort vector u in decreasing order - g

€1 9o if 1is in between g, and gs,
gs
A r —due then it must be that
I +0o-2932 1
T 5 g1+ 02-203

d z=[cumsum(gs.n.1) — (1:N-1) - go.n, ]
A let z, be the first entry of z satisfying z,, = 1
 hence A lies between g, and g,,., (use gpy:1= -*)

A therefore 1 = (sum(g,.,)- 1)/ n = gpnsq

36



UNIVERSITA

s stonr Modularity in overlapping communities

DI PADOVA comments

It provides a binary outcome only for B; = 0 (single
community)

d In all other cases the result is fractional (multiple
communities) but not all the communities are
necessarily active

 Would be nice to see it implemented by someone
in the class ©

37



The spectral approach

for modularity optimization




UNIVERSITA

DECLI STUDI The two communities case

DI PADOVA a compact modularity expression

modularity | Q =trace(CB C'"), B=A-dd’

what if we have only two C = V | «—community 1

communities ? 1 - V | «— community 2

idea: signed vector S = 2v - 1 v=72(1+s)
1-v=72(1-5)

+1s identify community 1,
and -1s identify community 2

Q=1/zSBST‘ sinceB1=0

39



UNIVERSITA

DECLI STUDI The two communities case

DI PADOVA an optimization overview

Target problem:

maximize | Q =% s B s' | wrt the binary vector s
f

a non trivial NP problem

We exploit the eigendecomposition of B
dB-= Z b,' biT /1,'
1 b, normalized eigenvector |b]|=1

 A; eigenvalue

What if we only keep the

.. strongest component?
Target problem revisited: 2 P

maximize |Q=72) (b’ s)*A

40



UNIVERSITA

DEGLI STUDI Spectral approach

DI PADOVA to modularity optimization

Target problem relaxed:
maximize ‘Q =1 (b7 8)? A1

I
‘ strongest (positive)

. ' I
s = sign(b,) eigenvalue

it is a simple approach (e.g., related to PCA
decomposition) that needs to be recursively applied

 Can be refined by switching community of nodes if
modularity increases

 Can also be refined by exploiting more than one
eigenvalue

4 Still, its performance is rather poor, and for this
reason it is deprecated 41
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DEGLI STUDI Take aways

DI PADOVA for modularity

d Modularity is a key performance metric in
community detection

d Optimizing modularity through the Louvain
approach is the bare minimum required in
any project

d Implementation of generalized modularity
(directed, signed, overlapping) is highly
welcome to get a top grade

42



The normalized cut criterion

an old (worth citing) alternative to modularity




UNIVERSITA

DECLI STUDI The minimum cut criterion

DI PADOVA towards an alternative measure

“Optimal cut”
/ Minimum cut

d We want to partition an (undirected) graph in two

disjoint groups
S0 this criterion |
d A good partition is one that also this ‘;Iterlon is needed

maximizes the # of within-group connections
minimizes the # of between-group connections

the minimum cut criterion

44



UNIVERSITA

DEGLI STUDI The normalized cut criterion

DI PADOVA two community case

cut(A,B) s cut(B,A)

assoc(A) assoc(B) %i ‘

d Produces more balanced partitions
O Avoids single nodes, Ncut = 1/1 + 1/(L-1) = L/(L-1) = 1

16 sum of the links departing
from each community

Ncut(A,B) =

cut =2

[ G T T
[ =

1 Ncut:4—19—|—%:% - } 45



UNIVERSITA . . .
DEGLI STUDI The normalized cut criterion

DI PADOVA general case versus modularity

D= 1T A 1 A=Ac/Ds Poc=CACT

can be interpreted as a probability
matrix linking communities, its entries
are the sum of the links of A from
community i to community j

can be interpreted as the probability pc = PCC 1=CA1=Cd

vector of communities

normalized cut modularity
NCUt=Z(p,'—P,',')/p,'>0 Q=Z(Pii_pi2)<1
I i
to be minimized to be maximized

46



UNIVERSITA

DEGLI STUDI The normalized cut criterion

DI PADOVA two communities case

| | =V1AV2T=%(1'SAST)
A= d=A1— assoc,=v,d=%(1+sd)
assoc, = 1-assoc,=)2(71-sd)

_cut cut _ cut 1-sAsT
Ncut = + = = 2
assoc, assoc, assocsassoc, 1-(sd)

Laplacian matrix {L 1=10
sLsT

L = diag(d) - A

Ncut = T—(sdp’

47



UNIVERSITA

DEGLI STUDI SOlVing the binary case

DI PADOVA an NP complex problem

reference norm,
S L ST work on s weighted by d

m|n|mlze1_(sd)2 _>s=a1+bu’ Wlth <U,1>d=Ud=0

s.tos e {x1}V ' u| 2= 1
an NP complex

problem sL ST — b2 ul uT

sd =<s,1>4=a <1,1>4+ b <u,1>4=a

1= |S|d2 = 82|1|d2 + b2|U|d2' 2ab <u,1>d= a‘+b?

minimize u L uT by construction
sign(s) = sign(u)
s. 1o |u|d = since |a|<1
ud=0

< = a1 N 1_82 u E\Cﬁlj}l\l still an NP complex problem

(but we can relax the binary constraint)

48




UNIVERSITA

DEGLI STUDI Spectral clusteri ng

DI PADOVA a suboptimum solution to the Ncut criterion in the binary case

minimize v L, v’ o minimize u L u’
5 v =diag(d)”u
s.to|v|[c=1 ) v) = sion(®) S. to |u|4 =
sign(v) = sign(u _
vVd=0 ud=0
sign(s) = sign(v) sign(s) = sign(u)
normalized Laplacian Shi and Malik, “Normalized cuts and image
) P : 1 tation," 2000
L1 =]/- d|ag(d) ” A d|ag(d) & Ng, Jordan, Weiss, ”Oﬁesgpnggt?ael]::?:stering:
analysis and an algorithm," 2002
positive semidefinite matrix
22&12){22...2/1/\/_12/1/\/:0 » ) V_eN_1
| sign(s) = sign(ey-1)

e\.,is Fiedler’s eigenvector ey =+/d
An.11s the algebraic connectivity

49



UNIVERSITA

DEGLI STUDI An exam P le

DI PADOVA of spectral clustering

Fiedler’'s

°* ° eigenvector

w provides the best
partition

Y
Y

L _ B N N | ‘

but we can also use 2
more eigenvectors for 4
an enhanced partition  14°
effect (clustering can en-1
be performed on the ® o

new representation)

Ng, Jordan, Weiss, "On spectral clustering: 9
analysis and an algorithm," 2002

50
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UNIVERSITA

DEGLI STUDI The network community profile

DI PADOVA and the role of conductance in the binary community case

conductance ¢ = cut/ min(assoc, 7-assoc)

run your community detection
algorithm(s) many times, for
communities of the same size keep
the one giving the lowest NCP = network

network conductance value Community profile

1 1 ']lllll' 1 Il[ll[l"

D [se 0 £\ C » <
. ~. - -
. ® g ‘.'. < 4. ﬁl' ‘ll .'! h{ 8
. . ® » .y P
o : . ..ﬁ .? .g ~ .g' ‘ { . . % 01 |' ‘M
CenS 3 Shed © Y et |
* - L - - : = 1
b | f‘*”. e ¥ ‘ e O T
Y %.a:. ".‘ : ; \ . 2 AT 4 S 0.01 A I f
.. ‘:‘..“ é ||||l , ‘ O '
/' e :‘:‘, \ local minima 4 o
. s . : . 001
. identify good 1 10 100

communities in our
network

community size
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UNIVERSITA

DEGLI STUDI The V Shape of the NCP

DI PADOVA explaining the core-periphery structure

AL L B E A
0.01 ;— —;
001 : Ll Jﬁﬁp Col Illlli

1 10 100 1000 10000

 Dips in the graph correspond to the good communities
O Slope corresponds to the dimensionality of the network
O The V shape is common in large (social) networks

d Best communities have about 100 nodes - wiskers

 Large communities get worse performance - core -



UNIVERSITA

DEGLI STUDI Takeaways

DI PADOVA for conductance and the normalized cut criterion

Normalized cut is an old quality measures that set the
beginning of image segmentation (clustering) algorithms

It only works for unsigned undirected graphs

Its outcomes correlates in general with modularity, although the
literature suggests it is a weaker measure

It is an alternative to modularity, better suited as a quality
measure rather than as an optimization approach

Do not spend any time in implementing any normalised cut

optimization

The performance of the spectral approach is weak, and for this
reason it is deprecated (but will turn out useful later on)

The network community profile provides an interesting view on
the.ne;cwork structure, would like to see it implemented in jour
projects

C O O O Do O
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Infomap

an approach based on PageRank and information theory




UNIVERSITA

DEGLI STUDI The Infol\/lap prinCiple

DI PADOVA Rosvall, Bergstrom. "Maps of random walks on complex
networks reveal community structure." (2008)
https://www.pnas.org/doi/pdf/10.1073/pnas.0706851105?download=true

The most compact way of '

describing a random walk “ ‘ ‘ ‘

through a network is by

encoding node entries according ‘ " ‘ ‘
to their probability p (e.qg., ‘ ‘

PageRank) using the Huffman . '

procedure that guarantees an . .

average encoding length ‘
ORO
L= H(p) =2 pilog(1/p) S .“
|

1111100 1100 0110 11011 10000 11011 0110 0011 10111 1001 0011

entropy based on the 1001 0100 0111 10001 1110 0111 10001 0111 1110 0000 1110 10001
. 0111 1110 0111 1110 1111101 1110 0000 10100 0000 1110 10001 0111
probab|||ty vector p 0100 10110 11010 10111 1001 0100 1001 10111 1001 0100 1001 0100

0011 0100 0011 0110 11011 0110 0011 0100 1001 10111 0011 0100 55
0111 10001 1110 10001 0111 0100 10110 111111 10110 10101 11110
00011


https://www.pnas.org/doi/pdf/10.1073/pnas.0706851105?download=true

UNIVERSITA

DEGLI STUDI
DI PADOVA

The InfoMap principle

the community view

111 0000 11 01 101 100 101 01 0001 0 110 011 00 110 00 111 1011 10
111 000 10 111 000 111 10 011 10 000 111 10 111 10 0010 10 011 010
011 10 000 111 0001 0 111 010 100 011 00 111 00 011 00 111 00 111
110111 110 1011 111 01 101 01 0001 0 110 111 00 011 110 111 1011
10 111 000 10 000 111 0001 0 111 010 1010 010 1011 110 00 10 011

Under a community assignment
we can code the community we
are in (each time we switch
community) and, separately, the
nodes visited inside each
community (+ the exiting state)

switching probability of being
probability in community i

L = Igs H(s;) + 'DliH(ui)

)

community ranking
(probability vector)
under a switch

nodes ranking
(probability vector)
inside community /
(nodes include exit to
another community) gg



UNIVERSITA
DEGLI STUDI
DI PADOVA

111 0001 0

10 0

111 0000 11 01 101 100 101 01 0001 0 110 011 00 110 00 111 1011 10
111 000 10 111 000 111 10 011 10 000 111 10 111 10 0010 10 011 010
011 10 000 111 0001 0 111 010 100 011 00 111 00 011 00 111 00 111
110111 110 1011 111 01 101 01 0001 0 110 111 00 011 110 111 1011
10 111 000 10 000 111 0001 0 111 010 1010 010 1011 110 00 10 011

The InfoMap principle

rationale

J We want to optimize L wrt the
community assignment

J More compact encoding =
better community assignment

d We expect that this
corresponds to keeping the
random walk inside the
communities

A flow-based optimization

d Different (but related to) from
modularity (strength-based)

S7



UNIVERSITA

DEGLI STUDI
DI PADOVA

PageRank for nodes

node probability in a random walk with restart

transition probability
matrix

random walk with restart
formalization

Markov chain

PageRank equation

p Is a stochastic vector whose entry p; is the “Q )
probability of ending in node i = node view (=)

adjacency matrix (can be fractional)
M= Adiag'(d), d=AT1

T=cM+ (1-c) 117/ N ~— equally likely

teleport vector

transition probability

/ centrality vector

+=T J = 00
Pt+1 Pt P=pP .

=cMp + (1-c) UN ‘ S 0
00"
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UNIVERSITA

T S PageRank for communities

DI PADOVA extending the idea under a community assignment

node probability (PageRank)
Pr =Ty Pp— vector at steady state

transition probability matrix 17T, = 17

_ : joint probability matrix at steady
Pnn — Tnin dlag(pn) state P, 1=p,, 1P, =p,'

Community _ - joint probability matrix at steady
view P.=CP,,C state P.. 1=p;, 1T P,. = p,'

«_____ probability vector at

Pc= PCC 1=C Pn steady state p.= Tclc Pc

transition probability
matrix 17Ty = 17

Tc|c= Pcc diag(pc)-1 D
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UNIVERSITA

DEGLI STUDI The community view

DI PADOVA generating the entry codes

community view

[Tclc]11

no self-loops

[ Tc|c] 22

[ Tclc] 42

[Tc|c] 44

v

self-loops do not

explain switches
between

communities 60



UNIVERSITA

DEGLI STUDI View inside a community

DI PADOVA generating nodes codes and exit codes

node view iInside-the-community view
no self-loop

exit state
(other
communities)

all nodes internal to the
community are kept separate

/I 0
C,' = oT 17
7 t

community | all nodes external to the
community are put in a single
entity (exit state) 61




UNIVERSITA
DEGLI STUDI
DI PADOVA

P=CP,C" p=
T = P diag(p)™

+ \
’ @ community switch

P1

switching probability matrix 77§ = 17

S=[T-diag(T)] [I-

eigenvector

diag(T)]’

normalized

q =[I-diag(Nn]p
= p - vdiag(P)

Sc=q/Ps
P.=1"q

Steady state probabilities

for community switch and inside communities

inside community /

Pi= CiPnnCiT pi=Pi1

T; = P,; diag(p;)"

keeps only the bottom right element

S;= [T:- lowel(T))] [/ - lowel(T)]"

z; = [I - lowel(T))] p;
‘ = p, - vlowel(P,)

last element is q;

u-= Z,'/P,'
P,'= 1TZ,'
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NIVERSITA Wrap_up on |nf0|\/|ap

DEGLI STUDI

DI PADOVA works also with overlapping communities

adjacency matrix (can be fractional)

transition probability / _
matrix| M= A diag'(d), d=A"1

PageRank vector| r=cMr+ (1-c) 1/N

node domain
communities domain
Here c;
7. = c: diag(r is the ith
' ' g(1) row of C

: Ci1 T
q vector entries | g; (1 —(1—-2c¢) T) zil—cc; M z;

infoMap || f(@+ ) f(q,z]) o

: \ entropy function
A _ . xj
fF(x) = ij, log(zjxj> y




UNIVERSITA

DEGLI STUDI The InfoMap algorithm

DI PADOVA an iterative procedure

J Assign every node to a community

1 Merge the two communities that provide the
best improvement in the InfoMap measure,
until convergence

1 Refine of the result by simulated annealing,
moving one node per time

Not strikingly different from Louvain
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UNIVERSITA

DEGLI STUDI Application example

DI PADOVA map of science based on citation patterns as in 2008

Fluid Mechanics

Circuits Material Engineering

Computer Science Tribology Geosciences

Operations Research
Astronomy & Astrophysics
Computer Imaging

Mathematics
Power Systems

Physics

Electromagnetic Engineering

Telecommunication

Control Theory

Chemical Engineering
Probability & Statistics

\Ehemistry

Environmental Chemistry & Microbiology

, . Applied Acousticé\”'-\,n
Business & Marketing

Analytic Chemistry//

Economics Gecgraphy

Sociology | Y’Chmogy Crop Science
Political Science Eduggfion W ~ Pharmacology Ecology & Evolution
".";Ne roscience Agriculture
ey / P

Psychia
65

Environmental Health

Medical Imaging



UNIVERSITA

DEGLI STUDI Take aways

DI PADOVA for InfoMap

d InfoMap is an alternative quality metric to
modularity

It is especially useful when the information
available explains flows in the network

1 Its fairly easy to calculate, which makes it a
scalable approach

J Code for the standard approach is available
on the web but only for non-overlapping
communities

66



Normalized mutual information

a measure based on statistics




UNIVERSITA

DEGLI STUDI Venn diagram

DI PADOVA on the statistical dependence among two discrete random variables

= P..., 1 projection on X
joint probability matrix Pyy— Px= Fxy
Py= nyT 1 projection on Y
HOO = ) plog(1/p,) 10 =3, loxC1/n)
X

N

entropy of X' H(X)

VA

H(Y) entropy of Y

information information
carried by X carried by Y
mutual information ‘
how much information of Y is
explained by X (or viceversa) H(X,Y)
joint entropy H(X,Y) = P.,log(1/Pxy)
0GY) = ) P log(P.y /pxpy) Z
X,y 68
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DECLI STUDI Normalized mutual information

DI PADOVA in unsupervised community detection

We assume a true
joint probability
description P, is
available, e.g., a

C community assignment to be assessed for quality

statistical dependencies about probability of normalized
being in a community and ending in a adjacency A
ending in another community

PC,C=CA CT —_— pC=PC,C1

fraction of knowledge related to the ending community tart
community we will end up in (between C std Ingt
0 and 1, equal to 1 for statistically cormmunity
independent communities)
TUNMICC) = 1G0)
H(C) —

can also use H(C,C), but its
interpretation is weaker 69



Wrap-up

on metrics for community detection




UNIVERSITA
DEGLI STUDI
DI PADOVA

quality measure
Modularity

Conductance, Ncut
Normalized mutual

information
InfoMap

Takeaways

on quality measures — unsupervised community detection

undirected

approach
number of links inside communities,

YES
compares to a random model
number of links outside communities VES
divided by total links of the community
fraction based on entropies and mutual VES
information
average encoding length under a VES

PageRank information flow

would be nice to see these in your projects

o
o) <
2| 8
e | ©
= | E
© >

o

YES YES YES

NO VYES NO

YES YES NO

YES YES NO
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BigCLAM

a simple statistical inference model for community detection




UNIVERSITA

DEGLI STUDL The statistical inference approach

DI PADOVA statistically modeling a graph

 Let p(Aly) be a probabilistic model describing a network
(i.e., its adjacency matrix A) through some parameters y

d The parameters y are assumed to capture relevant
information about the network, e.g., its community
structure

 An a priori statistical description p(y) of the parameters
can also be available, in case it is not simply set p(y)=1
(i.e., consider equally likely parameters)

 Since, for a given network, A is known, the optimal
parameters fit is found by the maximum a posteriori (MAP)
principle

y = argmax y p(Aly) p(y)
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O The BigCLAM statistical model

DI PADOVA for binary adjacency matrices A

communities are described through probabilities
P. that express the probability that a link
between two nodes (inside the community) is

_ . we assume
active, these are collected in vector p overlapping

/ N\ communities
Ps Pz Pc

the map from nodes to communities

is collected in a C x N membership ¢c;=[0110 1] tells that
matrix C whose ith column ¢;is a node / belongs to
binary vector identifying the communities 2, 3, and 5

communities to which node / belongs 77



O The BigCLAM statistical model

DI PADOVA probability of not activating an edge

Probability Q;that edge (/) is not active

Is the probablllty that it is not active in any communities in
of the communities linking /i and j, that is common
ﬂ/between iand j
C)ij = HceMinMj 1_pC)
Here c;

109(Q)) = Xeceminm;log(1-pc) = ¢ diag log(1-p) c; it
Q = exp(-C’ diag(q) C) |, q = -log(1-p) > 0

of C
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UNIVERSITA The BigCLAM statistical model

Yang & Leskovec, Overlapping community detection at scale:
a nonnegative matrix factorization approach, (2013)

DEGLI STUDI
DI PADOVA

The graph probability description p(A|C,q) therefore is
p(AlQ) =11 j)eE,@) i jyee Qi

edge set € = {(i,j) | a;= 1}

maximize p(A|Q)

NP complex
wrt C, q reference
s.to Q = exp(-CT diag(qg) C) optimization problem
C binary, g > 0 need to set the number C of

communities, A is binary
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UNIVERSITA

DEGLI STUDI MOdel relaxatiOn

DI PADOVA a relaxed counterpart to the optimization problem

maximize p(A|C,q) maximize log p(A|M)

wrt C, q wrt M
s.to Q = exp(-C" diag(q) C) s.to Q = exp(-M™ M)

C bidefy. g > 0 M >0
we relax the binary constraint we obtain an overlapping community
(and include q into C) assignment by normalizing

M = sqrt(diag(q)) C by column

log p(A[M) = 2. jyee 108(1=Qy) + X jyee 108(Q))
"~ log(Q;) = -m;” m,

_ 1 1-Q; 1
Here m; B Z(i,j)eg 08 QU + Zl] og( U)\

s the ith we add some

o Z(i,j)ee g(m/ j) — Zi,j m,'ij log(Qyj) here

column
of M

g(x) = —log(ex~7) 80



DECL S10D The BigCLAM algorithm

DI PADOVA a gradient descent search for the optimum

convex problem with
T
min ZLJEN g(m;"m ) + Zu AL linear constraints

Wrtm,'>0\

neighbours g(X) = —log(e*~ 1) | convex for x>0
ofnodei/ g'x)=-1/(1-€™) .
g'(x) = e™/(1-e™>,

0.25 0.5 0.7 1.25 1.5 1.75 2 .
-2

can be solved using
gradient descent methods
and standard algorithms

Vi = ZZg(m m;) m; +ZZ m;

JEN;
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UNIVERSITA

DECLI STUDI BigCLAM quality performance

DI PADOVA compared to state-of-the-art algorithms at the time

Methods
Q L - Link Clustering
s 3 —— C — Clique Percolation
S M — Mixed-Membership
£ Stochastic Block Model
g 2 —— B - BIGCLAM
[0
2 Measures
Q.
E 1 0 Number of Communities
o [ Normalized Mutual Information
0 B F1-score
L CMB L CMB L CMB L CMB L CMB L CMB B Q-index
Live Journal Friendster Orkut Youtube DBLP Amazon

B | u

Composite Performance
N

L C MB L CMB L CMB L CMB L CMB L C MB L CMB
PPI (Y2H) PPl (AP/MS) PPI (LC) PPI (All) Metabolic Philosophers Word Association

Methods L — Link Clustering C - Clique Percolation M- Mixed-Membership Stochastic Block Models B - BIGCLAM

82

Measures O Overlap Quality E Community Quality B Overlap Coverage Bl Community Coverage



UNIVERSITA B|g C |_A|\/| com p|ex|ty

DEGLI STUDI
DI PADOVA compared to state-of-the-art algorithms at the time

PP Bigllam ——
- PG NMF e
B: : p—

L|nk Clustermg
Cllque Percolation ===
MMSB e |

BigCLAM e

Parallel BigCLAM ======

I-l-l-l-l-I-l4-I-I-I-I-I-I-IHI-I-I-I-I-I.I-I.

0 100 200 300
Number of nodes Number of nodes (x 103)
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DEGLI STUDI Take aways

DI PADOVA for BigCLAM

A simple statistical inference model to explain the
concept

A proof of concept

d Highly scalable

d Applicable to binary symmetric adjacency matrices only

 Literature shows its performance may be not striking
with synthetic networks

d Would be interesting to see it implemented in your

projects ©
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Stochastic Block Models

SBM for community detection




UNIVERSITA

S S Stochastic block model - SBM

DI PADOVA for a binary adjacency matrix

U probability block matrix B
O B is not stochastic, simply 0 < B < 1

4 B,_, expresses the probability that a node in community a links
to a node in community b

U

community indicator vector ¢

U

c; expresses the community of node j

U

edges are Bernoulli distributed (conditioned on their group
memberships) with probability Bec,

Stochastic model: p(A|B,c) ( B, . ) u(l - B, .
/ / Here c;

binarv adiacency matrix can also be expressed in terms of the is the ith

Yo 4 community assignment matrix C column

B.. =[CTBClj=c/ Bc; MK

i < j for undirected networks




UNIVERSITA

DEGLI STUDI SBM exam P les

DI PADOVA assortative and ordered communities case

e

= A \s/
PN/

A O 2
L e S B
PossEaN
S0 Ay o\
“‘,IM

ordered communities

5 1 1 1 .1 5 .3
15 1 1 1 3 5 3

B= 1.1 5 1 .1 3 5 .3
1 1 1 5 .1 3 .5 .3
1 1 1 1 5 3 .5

87



UNIVERSITA

DEGLI STUDI SBM exam P les

DI PADOVA random and core-periphery communities case

N
z M\ ]
7 e Can |
/‘ /,T\vv’\’p I \\"\?,:‘_.}\.n‘_.‘-\:l:!-~ ’ 4‘ ?’.“1. 4 /.’
5 L, ’ 4

5 0

random graph core-periphery structure
2 2 2 2 2 7 24 14 09 .05
2 2 2 2 2 24 42 14 09 .05
B= > 2 2 2 o> 14 14 25 09 .05
2 2 2 2 2 09 .09 .09 .15 .05
2 2 2 2 2 05 .05 .05 .05 .09
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DEGLI STUDI Some remarks

DI PADOVA on the SBM model

d SBM can naturally handle directed and undirected networks
O for undirected networks we force B to be symmetric

O we relax this assumption for directed networks: in this way the
probability of a link running in one direction is different of the
probability that a link runs in the opposite direction

O SBM can also naturally handle overlapping communities, as
C" B C makes sense also in this case

O closely related to BigCLAM

log p(A|B,c) = X; ; aijlog(l/—,Qij) + (1 — ay) log(Qy)

o T ~ T
Q;=1-¢;'B c;= exp(—c;'B ¢j)
SBM assumption BigCLAM assumption, with diagonal B 89
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DEGLI STUDI Compact form

DI PADOVA for binary A and non-overlapping communities

|Og p(AlB,C) = Zi,j aij log(Bcicj) T+ (1 _ aij) log(l o Bcicj

max 2 my, log(Byy,) + (n,, — my,) log(1 — By,,)
u,v

s.toBZO,M=CACT,If\I=C11TCT
4
|

number of active links max number of links ‘ ~
between communities between communities Buv= muv/nuv

max Z m,, log(m,,) + (n, — muv) log(n,, — muv)
u,v

—nuvlog(n,,)

stoM=CAC' N=C11'C’
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DEGLI STUDI Degree-corrected SBMs

DI PADOVA Karrer, Newman. "Stochastic blockmodels and

community structure in networks." (2011)
https://www.asc.ohio-state.edu/statistics/dmsl/Karrer_Newman_2010.pdf

node-dependent parameters added

O\

log p(A[B,C) = .; ; a; log(@iﬁchicj) - HiﬁfBCiCj (

e 4, k=20

-1 _

binary A, approximation pL _
non-overlapping TR othexvise

communities '

. this is mutual
max z my, log(muv/nuv) )
u,v

information /(C;C)

sstoM=CAC' , N=M11"M"
A A

\ \
this is P this is pc Pc’ 91
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DEGLI STUDI Further remarks

DI PADOVA on the SBM model

L approximations make the problem simple

 can naturally handle undirected and weighted networks,
and overlapping communities, but we are forcing its
Interpretation

1 the degree-corrected model indentifies mutual
information /(C;C) as the cost measure: strongly related
to NMI: strenghtens that result

 can be optimized by

Gibbs sampling/Simulated annealing, Gradient descent,
Expectation Maximization, Variational inference
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DEGLI STUDI \ e membership SBM

DI PADOVA Airoldi, et al. "Mixed membership stochastic blockmodels." (2008)
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC311954 1/pdf/nihms54993.pdf

logp(A|C,B) = 2 a;log(c;” B ;) + (1 — aij) log(1 — ¢/ B c)) Here c;is

i,j
‘ we use a variational approach

C;, Bmn cjn C;, Bmn cjn
log(CiT B Cj) — lOg Z pijmn = Z pijmn lOg( )
mn mn

/ Pijmn \ Pijmn
distribution function, equality for
sumsuptol

the ith
coumn of C

C;, Bmn cjn

pijmn

' ~ ¢Bg;

Lo Cjn) + (1 o aij).uijmn log (

Cim (1_an) Cin)

H’ijmn

f(B,C,p, ) = Xijmn %ij Pijmn 108 (

pijmn

| maxB,Clog p(A|B, C) = MAaxp,c,p,u f(B' C, P M) |

can use an alternating minimization approach 94


https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3119541/pdf/nihms54993.pdf

UNIVERSITA

DEGLI STUDI Eq Uat|0ns update
DI PADOVA alternating search for the maximum
dummy distributions update mixing matrix update
Cim Bmm cjn S a o
Pijmn = T B — ij %) Pijmn <1
€ B €j i Zi,j aijpijmn+(1_aij) Hijmn
P CopCop = CUIILE oy Cr
S 1-¢/B C;
community assignment update (normalized)
. oo Dot B =~ (AL — @) B =~ O D~ (L — @) W
im —

;2

d simple algorithm, but not really scalable
d soft community assignments

O binary matrix A . l

none is O,
need to threshold

95
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UNIVERSITA Weighted SBM

DEGLI STUDI _ _
DI PADOVA Christopher, Jacobs, Clauset. "Learning latent block

structure in weighted networks." (2015)

binary form of the
adjacency matrix
(active/inactive link)

standard SBM contribution, e.g.,
based on binomial

Z t ights of th
logp(A|B,0,C) =1 ) logppinemia(aljim; = ¢;" B c;) giﬁavcffcy atrix

/ i,j
mixing parameter

B +(1 - ){)z al’j logp? (Wl] Hl] — Cl'T 0 C])

/7N

additional SBM contribution, parameters for weights,
to model edge stenght | community based

chosen distribution for
weights, e.g., Gaussian
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UNIVERSITA .
DEGLI STUDI Wel g hted SBM

DI PADOVA a few plausible distributions

(@ p* T —Y%log(2mo?) —log(a) — 2 (log(c;)Z— 2k

Il=0- 0-2:0.2’_ | IJ.— m
H=0, 0?=10,=—— 1 /\
H=0, 02?=50, = | o=10:
H=-2, 0%?=0.5, =— - \

—Y2log(2mo?) — %2

normal

0-2

log-normal

exponential
log(1) — Aa

k=0.5,6=1.0
gamma

~log(T'(k)&*) + (k — 1) log(a) —%

T T T T T T L [T TPt LT 97
0 ! 2 3 4 5.0 2 4 6 8 10 12 14 16 18 20



UNIVERSITA .
DEGLI STUDI Wel g hted SBM

DI PADOVA the exponential and Gaussian case

logp(AlL, C) - z al’j log(CiT L C]) — Wij Cl-T L CJ

L] \
can be converted in useful form by variational
inequality (it exploits the concavity of log(x))

same here, thanks to concavity of
both functions —x% and -1/x

—¢cT Mc)?
logp(AIM, %, C) = sz—aijlog(ciTch) — (wy — ¢/ Mc))

TY c.
o / c;' X

-log(x) is convex, so in this case the
approach does not work

variational Bayes solutions are needed
for overlapping communities!
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DEGLI STUDI Take aways

DI PADOVA for stochastic block models

d an advanced generative model to capture the underlying
network structure

U

easily extendable to a many different scenarios

U

optimization problem is difficult to solve (but efficient methods
exist)

U

not fully scalable

U

some models (e.g., degree-corrected SBM) provide results
related to NMI, and modularity

U

performance not always striking with synthetic networks

U

would be interesting to see it implemented in your projects ©
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Dendrograms

an older (but still in use) approach to community detection




UNIVERSITA
DEGLI STUDI
DI PADOVA

Dendrograms

overall idea for community detection

Zachary’s karate club network

1 - instructor
34 - president
| Correct but node 3

social ties and rivalries in a
university club; during observation
conflict led the group to split

[* L

l Uﬂﬂﬂﬂﬂﬂhi

o™ g F

R
N=-0 g0

-_
.




UNIVERSITA

DEGLI STUDI Modularity in dendrograms

DI PADOVA for selecting the number of clusters

modularity

e 2 @
—_— N W

e e
=
| |

QOOOOOOOO OOO¢ DOOoooom oo A A A AAAAAA 000000 0000000

... but NMI, normalized cut or InfoMap measures would also work
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DEGLI STUDI Two approaches

DI PADOVA to dendrograms

Dendrograms is an hierarchical clustering algorithm that can be
approached in two ways:

O Agglomerative: progressively add edges, from the strongest and
ending with the weakest ones; new connected components that
arise identify a new (upper) dendrogram level

O Divisive: progressively delete edges, from the strongest and
ending with the weakest ones; new disconnected components
that arise identify a new (lower) dendrogram level

Performance strongly depends on the chosen weight (local weight
definitions typically provide weak solutions)
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e Sy Girvan-Newman method

DI PADOVA a divisive approach

Girvan, Newman. "Community structure in social and biological networks." (2002)
https://www.pnas.org/doi/full/10.1073/pnas.122653799

Repeat until no edges are left in the graph:

O (re)calculate edge betweenness in the
current graph — complexity O(LN) by /%
using a smart algorithm

d remove edges with highest
betweenness

Complexity O(L2N) - pretty scalable

Recalculation step is essential to detect
meaningful communities

May provide poor results: useful method, far
from perfect 104


https://www.pnas.org/doi/full/10.1073/pnas.122653799

. :
DEGLI STUD! Edge betweeness

DI PADOVA a generalization of node betweenness

b= Z O‘k,g(l,j) K SIS 77":“- ogo ‘;90 8T % vo ot
ij - o ‘ o © [ ©%

. Okt 8 8 %3 N & _gf ol _° a3

(k,E)GN oo d o% Xy, ". oebooé:g .

: yoTe, 390 © FPP9ee 3o
where gy, is the # of shortest paths ~_&™ 3’; ¥, o "o, %%
connecting k to /, and gy, (i,j) the s | POt 8 27 S
subset of these including edge (i) e 4% ® % &

] . ] 8 ooooo ° 8 S ©

0 expresses centrality of a link in =° 8 gdge betweenness in a

the network cellular call network

 can be normalized to range [0,1]
( bij_ bmin ) / ( bmax_ bmin )
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DEGLI STUDI Calculating betweeness

DI PADOVA Part 1

Breadth first search Count # of shortest paths
(from node 1) (from node 1)
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DEGLI STUDI Calculating betweeness

DI PADOVA Part 2

Measure edge flow Measure edge betweenness
(fractions) (from node 1)

1+5/6=11/6

1H1IS=4r3 142/3=5/3

... then repeat for all other nodes!!! O(LN) 107
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DECLI STUDI Agglomerative clustering

DI PADOVA a toy example based on Euclidean distance

Network Dendrogram

& @e

Algorithm

O Start with each node being a separate community

L Progressively add a community to the one that is closer
108
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DEGLI STUDI H D BSCAN

DI PADOVA an agglomerative approach

K = number of nearest neighbours the mutual reachability distance
to be considered between two nodes is the
maximum between their effective
this sets the core distance of a distance and their core distances
node o core distance |

core distance

/} »>

core distance »

core distance

Y

under this metric dense points (with low core distance)
remain the same distance from each other but sparser
points are pushed away to be at least their core distance
away from any other point
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DI PADOVA the clusters hierarchy

Step 1 Step 2

by using the mutual reachability build a cluster hierarchy by adding links
distance, build a minimum in the spanning tree in order of distance,
spanning tree (a spanning three starting from the links with smaller
whose sum of the edge weights distance (agglomerative approach)

is as small as possible) 09

© 0.8

&
56
® 0.7
~
: 0.6 - ] e
@ EY ) g
¢ g 05 ||/ | g
I
g | ' L 2§
’ ° 0 ] il =
- LJ]‘ X -5._1 =
| 24>
© . ' 0.3 | o
L
[ J
16
4 N\ % « 0.2
0.1 0.8
® e

0.0 0.0
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DEGLI STUDI H D BSCAN

DI PADOVA identifying good communities

Step 3 Step 4
simplify the hierarchy by removing (from identify a stability value for each
top to bottom) those branches that have cluster as
size less than the minimum cluster size
parameter, to avoid outliers ani - !
birth
0 a community 100
splitting in two distance at which  djstance at
! / N node nfelloutof  \yhich the
, ! % the cluster cluster is born
; 'l 70

keep the parent cluster (.0) if
its stability is bigger than the
sum of the stabilities of its two
child clusters, otherwise iterate

Number of points

6 small branches (keep the communities that last
departing from 20 longer)
7 the main 0 9
community 111
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DI PADOVA

A comparison example

https://hdbscan.readthedocs.io/en/latest/index.html

Clusters found by KMeans

Clustering took 0.08 s

Clusters found by AgglomerativeClustering

Clustering took 3.80 s

Clusters found by SpectralClustering

Clustering took 1.18 s

~ o , f 3

Clusters found by HDBSCAN .
outliers due

to minimum

> . — cluster size

Clustering took 0.06 s

. 112
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DEGLI STUDI Complexity comparison

DI PADOVA https://hdbscan.readthedocs.io/en/latest/index.html

Performance Comparison of Fastest Clustering Implementations

klearn K-Means

140
e J Sklearn DBSCAN
Scipy K-Means
120 L HDBSCAN Boruvka
Fastcluster Single Linkage
e Scipy Single Linkage

» 100
o)
wn
=
© 80
e
c
)
i
T 60
13)
k=
',_

40

20

0 =
0 10000 20000 30000 40000 50000 60000

Number of data points
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DEGLI STUD! HDBSCAN parameters

DI PADOVA main parameters

class hdbscan.hdbscan .HDBSCAN( o ,
. lust e = 5 parameter K identifying the core distance,
min_ciuster_size = o, set by default to min_cluster_size

min_samples = None, « (small K = true distances and few outliers,
larger K = many outliers)

metric = 'euclidean’, < how to calculate distances from data
vectors, e.g., ‘cosine’, ‘dice’, ‘euclidean’ —
can also be ‘precomputed’ from a
similarity matrix A in which case d;=1/a; or
if correlation values A are available d;=1-g;
algorithm = ‘best’,

approx_min_span_tree = True, options for the spanning tree algorithm

A

cluster selection method = ‘eom’, < the more elaborate excess of mass
o o approach (‘eom’), or simply select

1 leaves (‘leaf’) for a finer partition
allow_single_cluster = False) (‘leaf’) p
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HDBSCAN in BERTopic

DI PADOVA clustering documents into different topics

1. each document
is mapped into an
embedding
(vector) by BERT

2. cosine metric is
used to identify
distances among

documents

3. HDBSCAN is run
to identify topics

D2

E
5_drive_scsi_drives

6_si Fapint_hp
19 Hm indows

wme_&_baseball

EOIN
¢ 13_amp_ ste M

R$1)
14_car m’Qtang__cars 25

ndow_widgét_ap

20_bike_bikes_miles , - 31 -éBﬁ&kHE@englf
30_radar_detector deg:fcggﬁ _pol

D1 29_lane LP@U?”&WB?Q disea

17_spacecraft_solar_space
15_space_launch_.moon

on_points

7_gun_guns_ Fgeq@s r_chip
233’£b| ?(asta%s cllnt!

CO ntext

) _post_ji
4_israel fibraqlh jg . s8x_sexual

o mwﬁ@%@m

ogeypal!
24 _hell_god_jesus
%

0_team_game_25
1_game_year_baseball
2_patients_medical_msg
3_key_clipper_chip

4 _israel_israeli_jews

5 _drive_scsi_drives
6_post_jim_context
7_gun_guns_firearms
8_god_atheists_atheism

9 xterm_echo_x11r5
10_modem_port_serial

11 _jpeg_image_gif
12_gay_sex_sexual
13_amp_stereo_condition
14_car_mustang_cars
15_space_launch_moon
16_espn_game_pt
17_spacecraft_solar_space
18_printer_print_hp

19 _mhz_clock_speed
20_bike_bikes_miles

21 health_tobacco_disease
22_ram_drive_meg
23_fbi_gas_bds
24_hell_god_jesus
25_window_widget_application
26_3d_conference_nok 115
27_monitor_monitors_vga

topic 1



DRC Sru HDBSCAN in BERTopic

DI PADOVA hierarchical clustering of topics

HDBSCAN hierarchy of topics, with those selected

25_marriage_bishop_church 1

21_education_teachers_school |_| -
28_council_mayor_councillor 3
5_market_shares_share -
0_cup_win_test 1 -
9_abc_hour_drum | -
2_interview_speaks_smith -
24_housing_home_buyers — -
7_health_hospital_mental -

14_dies_crash_killed
18_art_film_prize -
1_man_charged_murder ] =
19_court_judge_case -
17_police_probe_stolen -
23_missing_search_found — -
15_fish_fishing_whale- -
11_water_dam_lake- -
27_boat_rescued_ship- =

10_mine_coal_mining
6_farmers_farm_farmer 1 I— -

16_cattle_sheep_beef L

22_driver_drivers_truck
13_coronavirus_covid_vaccine |_|7 -
26_flood_floods_flooding

8_china_korea_nuclear 1 5

29_israel_gaza_israeli ! -
3_election_trump_party ] 2
20_protesters_protest_rally L
4_fire_bushfire_firefighters L
12_iraq_Kkills_killed | _

I 1 1 1 1 I I

0 0.5 1 1.5 2 2.5 3

116



UNIVERSITA

DEGLI STUDI Take aways

DI PADOVA for HDBSCAN

an advanced agglomerative method to identify
communities (clusters)

works on distance (or similarity) data
fully scalable

d
d
d
4 it implements overlapping communities (soft
clustering)

d

d

d

striking performance with communities that are not
exaggeratedly overlapping in space

it naturally generates outliers, since small clusters
are droppe

mostly dependent on the min_cluster_size
parameter
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Cligue percolation

what should never be used for overlapping community detection
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DEGLI STUDI Clique percolation

DI PADOVA general idea

|dea

 Two nodes belong to the same community if they
can be connected through adjacent k cliques

YA

Adjacent 4-cliques

A

Non-adjacent 4-cliques

k clique

 Fully connected graph of k nodes
Adjacent k cliques
 Overlap in k-1 nodes g

4-clique
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DEGLI STUDI Clique percolation
DI PADOVA the algorithm
Overlap
Cliques size
B EEE (.
W5 32131
W3 (42111
=22k (2)Build a
L2301l .
TRRRRE cllqu_e overlap
w2124 matrix
Clique overlap
matrix

O ofol1]o overlap in 2 nodes
(3) Set a threshold I. 0ofololo /
|l ojojlojololo >

(the one providing

. 'l oflofollololo
the richest Tololol o
Community structure Mojofololo |1
= most widely Thresholded
istri matrix at 3 By
dllstrlbuted cluster Communitios
sizes)

(connected components) 120
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DEGLI STUDI Takeaways

DI PADOVA for clique percolation

1 simple approach (too simple?)

J reasonably scalable

d it implements overlapping communities
1 very poor performance

it is based on a wrong overlapping model

fewer

connections in
the overlap

] do not use it!
121



Wrap-up

on community detection
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DEGLI STUDI Algorlth ms

DI PADOVA for unsupervised community detection

o))

g 3|8 E

| 8| = o

| o | & ©

o | = | = 13}
= | o©

S | ©| S «n
o

rationale
Louvain optimizes modularity YES YES YES YES VYES

Spectral clustering optimizes Ncut based on the

. . YES YES YES NO YES
normalized Laplacian

Infomap optimizes the InfoMap measure YES YES YES NO YES

BigCLAM model based approach NO NO YES NO VYES

SBM model based approach YES YES NO YES NO

MM-SBM model based approach YES YES YES YES NO

Girvan-Newman divisive dendrogram based on VES YES NO NO NO
betweenness

HDBSCAN agglomerative approach based on VES NO VYES VYES VYES
distances

Cquu)e(percoIation approach based on cliques YES NO YES NO NO 123
overlapping
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DI PADOVA

Timeline

1980s

1970s

Graph
Partition

on community detection development
2000s 2010 — 2014 2016 2017 2018 2019 2020 2021
@SSR, S o SRS O S o SRS @) Em——

Hierarchical
Clustering

spectral
bisection
1982

#

1990s
Statistical
Inference

Density-based
Algorithms
DBSCAN 1996
SBM 1983
Omlmlzatlons
simulated
annealing 1983

- - - - - - - - - - - - - -

]
! Traditional Methods
!

" d

!

!

‘ Deep Learning Methods

Graph
Partition
KL 1970

' Modularity 2004

GN 2002
FN 2004

Opﬁnilutions :

Extremal 2002

CNM 2004
Louvain 2008

Dyhamleal
Methods

WalkTrap 2005
LPA 2007
.~ InfoMap 2008

Density-based

Algorithms
SCAN 2007

Statistical
Inference

MMB 2008

|

Statistical Optimizations | Density-based  Hierarchical | Z| ComNet-R CommDGl z
__Inference MAGA-Net Algorithms Clustering 3 SparseConv \ Z| acn & | SparseConv2D
DCSBM 2011 LCCD CDASS ] II;%DEN
> LGNN # =| SGCN
Spectral semi-DRN Xin et al. 5 MRFasGCN S| SENet
Clustering DNGR NOCD Z| owmal S| Zhao er al.
SCP 2013 -'—". AGC S| MAGNN
DIME DNE-SBP
Siemon er al. 2014 w P HDMI
F <| GRACE UWMNE = — -
MGAE = Y| DANE < =z| SEAL &| HeCo
Optimizations _ DFuzzy © | CommunityGAN g| pR-con CP-GNN
spectral 2013 = | VGAECD A _ JANE F
Combo 2014 Z suneral | i Transfer-CDDTA | Z| acne
a w EE s | sE-Autoencoder| ®| CANE
s wl  DGLFRM Pyl
GraphEnooder E DANMF VGECLE ] aucD .
2014 VGAECD-OPT | ° SDON
pp— LGVG < ' wcb
w F i O2MAC w| DNC
2| psFcp 3 MAGCN < | GEC-CSD
L DMGC SGCMC
8k B S
'S
= | MONMF
(=]
community 6k
detection papers
in Scopus

4k

(deep learning is only
10 times bigger)

2K
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DEGLI STUDI Readin gs

DI PADOVA on community detection approaches and measures

Fortunato, "Community detection in graphs." (2010)
https://doi.org/10.1016/j.physrep.2009.11.002

Fortunato, Newman. "20 years of network community detection." (2022)
https://www.nature.com/articles/s41567-022-01716-7

Clement, Wilkinson. "A review of stochastic block models and extensions

for graph clustering." (2019)
https://appliednetsci.springeropen.com/articles/10.1007/s41109-019-0232-2

Di, et al. "A survey of community detection approaches: From statistical
modeling to deep learning." (2021)

https://ieeexplore.ieee.org/abstract/document/9511798

Xing, et al. "A comprehensive survey on community detection with deep

learning." (2022).
https://doi.org/10.1109/TNNLS.2021.3137396
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https://www.nature.com/articles/s41567-022-01716-7
https://appliednetsci.springeropen.com/articles/10.1007/s41109-019-0232-2
https://ieeexplore.ieee.org/abstract/document/9511798
https://doi.org/10.1109/TNNLS.2021.3137396

UNIVERSITA

DEGLI STUDI SBMs in multi-layer networks

DI PADOVA some readings

 De Bacco, Power, Larremore , Moore, "Community
detection, link prediction, and layer interdependence in
multilayer networks." (2017)

core.ac.uk/download/pdf/146486854.pdf

 Contisciani, Power, De Bacco. "Community detection with
node attributes in multilayer networks." (2020)

www.nature.com/articles/s41598-020-72626-y

 Contisciani, Battiston, De Bacco. "Inference of hyperedges
and overlapping communities in hypergraphs.” (2022)

www.nature.com/articles/s41467-022-34714-7

Ryanair
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Lufthansa
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https://core.ac.uk/download/pdf/146486854.pdf
https://www.nature.com/articles/s41598-020-72626-y
https://www.nature.com/articles/s41467-022-34714-7

UNIVERSITA

DECLI STUDI Python software tools

DI PADOVA a few of the many available

d NetworkX networkx.org/documentation/stable/index.html

louvain_communities ®
girvan_newman

Q iGraph python.igraph.org/en/stable/

weighted, directed,
non-overlapping

community _infomap

community _edge betweenness . _
community _optimal _modularity ‘r’]":r'gg\i?;aun?rl]rected,
louvain.find_partition © / pping

O SciKit Learn scikit-learn.org/stable/modules/classes.htmi#
sklearn.cluster.SpectralClustering unweighted, directed,
overlapping
d  GitHub
BigCLAM github.com/RobRomijnders/bigclam

Mixed membership SBM github.com/aburnap/Mixed-Mempership-Stochastic-Blockmodel
Multilayer SBM  github.com/MPI-IS/multitensor + github.com/mcontisc/MTCOV
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UNIVERSITA

DEGLI STUDI Network repository

DI PADOVA https://networkrepository.com/index.ph

S REPOSITORYv [l ANALYTICSv $8% ABOUTY @ Graph search

Network Data Collections. Find and interactively VISUALIZE graph data and EXPLORE
hundreds of network datasets
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UNIVERSITA

DEGLI STUDI Take aways

DI PADOVA for your projects

O Louvain community detection is the bare minimum for any
project

O want to see different metrics on it (modularity, Ncut, NMI,
InfoMap) though

O comparing the performance of Louvain with algorithms available
In the literature is a plus

 avery good project would implement an algorithm, e.g.,
overlapping Louvain/InfoMap/NMI or BigCLAM/MM-SBM
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Correlation networks

a few insights
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DEGLI STUDL How can you correlate data?

DI PADOVA an overview

positive for positive

Cosine similarity valued data x and y

(1) = —
cos(x, =
7T Tl lylp——nom 2
Pearson correlation coefficient always with a sign
(x—m)' (y—m
r(xy) = D Y )
Oy Oy

Sgrensen-Dice coefficient xTy for binary data

(itis an F1 score)
Yelx|y + 22|yl4 always positive

dice(x,y) =
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DEGLI STUDI Tax questionnaire example

DI PADOVA Pearson correlation used
B2 ¢52
oG =2V = c
59 3585 S8, S >
o oVUL S = o_® O =
wuBomrs — S8aesg > £ g° x and y data are
goSgBL= |, B SCESC S > 6565
(- o < D S —_—== i
E@g@gﬁjcjgr—gg&’%gggggg gﬁwr—*;ﬂ_gggw values (binary or
CHEEEOgU VR Q- Sy C X SsS=V ]
SEERRR 05050 2028090 SE S5 A8 ER 8330388 RE R not) for different
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sentiment analysis
over the posts)
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DEGLI STUDI Tax questionnaire example

DI PADOVA signed (and soft) Louvain community detection

. purity
other topic
e P

( fuwre
Louvain reveals att'tUd".neUtr al

categories that are Io&al g eCiprgcitiCy
related one onalty gain C cyge
another redistt‘but n ricges
target reference rich
time p%res
, abs&lute
autlgmty
specigl At Compgrison -
refererxe poor positive and
gajp L attitude.bositive negative attitudes,
met)imor although
ta oplageneral fargily negatively
p%st correlated, appear
persoﬁﬁi@é‘ﬂ@@@%aﬁve in the same

natignaltax %issﬁr@%i@n community 1?2171

|OSi C Space 133
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DEGLI STUDI Tax questionnaire example

DI PADOVA how Louvain solves correlation inconsistencies

— G>JGJL—)
© 525 5
reordered 5 < °20 85 _
; = LOLS wo
correlation = > S=83 CO0538  gf
. — = = cc 2
matrix o5 g0 Z5>8505 SS3E50 P 38
2S0gRESSEoeT o oanactar
(2} O am OTJE-E;H s o
special law 0.006
s
futur&
gain
t|r]1e
it 4
o gur{tg 0.004  the two tax
attltrlége Poclfgc I ics d
<SSR topics do not
past correlate!!!
f 0.002
rsonifiggglg T
tag?oplc genera positive and
national negative attitudes
loss

0.000  do not correlate!!!

. aln
attitude negative
t%tx“fgﬁ% %‘%‘% e but both correlate

meta or

rtreé?er(raenﬁge r?gﬁ ~ 0onI’[h the rest .Of the
PoghEe community
abso] ute 134

comparison
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DEGLI STUDI Motion patterns in VR example
DI PADOVA studying immersive environments
, - Cluster 1: walking Cluster 2: walking
ﬂ ’ N from a distance closely
original _
pointcloud distorted

pointcloud

Motion histogram

L
w

N
3

motion behaviours
detected by Louvain
on Pearson
correlations over
(filtered) motion
patterns

)

time elapsed [s]

z-position [m]

-

o
3

P ' : : 1, Cluster 3:

x-position [m] standi ng still 135
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DEGLI STUDI fM RI d ata exam p|e

DI PADOVA fMRI = functional magnetic resonance imaging

Pearson’s correlation

1 / coefficient

= but be aware that the data

.. waveforms, prior to correlation,
.. are highly polished (e.g., from

. motion-related artifacts and
physiological noise fluctuations,
multiple-echoes, etc.)

with Louvain we can identify
community patterns P=C" C
whose similarity can be
captured by the Dice coefficient
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DEGLI STUDI fM RI data examp|e

DI PADOVA Louvain communities for community patterns = behaviours

11 Pattern 1 11 Pattern 2 11 Pattern 3 11 Pattern 4

11 Cluster 2

1 ’ || I||I|1 11 HII .

M WA&

LR Waln ESRERE

. 11 Pattern 5 11 Cluster 5
community average §§§
assignments represen?atlv

in cluster 1 €&
of cluster 5 &
(one per column) (by consensus 2

s

clustering)
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e S Partial correlation

DI PADOVA to remove counfounding contributions

partial correlation measures the degree of association between
two random variables, with the effect of a set of controlling random

variables removed

when determining the numerical relationship between two variables of interest, using
their correlation coefficient will give misleading results if there is another confounding
variable that is numerically related to both variables of interest

collection of data

T
. . €y ey vectors, other than x
partial(x,y) = e, el and y, plus the
x12 1=yl2 constant vector 1

pd

e, = (- Z(2'2)"2")x

projection on the space
orthogonal to span(Z)
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DEGLI STUDI Tax questionnaire example

DI PADOVA with partial correlation

positive, neutral
and negative
attitudes now

) e et belong to different
redistbutibgy™ o communities

persongication Io%; L

: iticy famil
recipigtticyagy tax topiaspeCiﬁSpgce

metaohg%‘aﬁtopiageneral

national

loss C attitud%neutral
referer&ge poor (%

AN cyre _
ricges o o) otgler topic
autl&c))ritgl)a

future

refereaci g;:rgs frabtlon

gain L comp(grlson # map correlation into partial correlation
3 def cor2pcor(x_in):
ti \ x = x_in.toarray()
r.nsepecgl I@lw;%lute x[np.diag_indices_from(x)]
target X = -np.linalg.pinv(x)
a®tude positive A = Wl ey,
.D x[np.diag_indices_from(x)]
X = x/np.sqrt(d) 139
X = X.T/np.sqrt(d)
return x
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DEGLI STUDI A personality network example
DI PADOVA Costantini et al. (2015)

Sincerity ' Modesty
Fearfulness ‘ ‘
‘ ‘ Greed-
avoidance

Inquisitiveness

Unconventionality

Aestethic appreciation

Creativity

C———— == -
\“l

'/@ Perfectionism
a Organization

Negative links are displayed in red
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