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CHAPTER 1

Herbrand Theorem and Skolemization

To check satisfiability of a first order sentence ¢ on the signature ¥ we have to
produce an X-structure Z that satisfies ¢, i,e Z |= ¢. The naive procedure used for
propositional logic, in which we check for all possible interpretations, is not working
for FOL, since there are infinite many interpretations. Indeed we are free to choose
the interpretation domain AZ with any possibly infinite set, and therefore we have
infinite possibilities to interpret the symbols of X.

The question, is whether there is a sistematic method to generate the -
strucutre for ¢ such that if ¢ is satisfiable, sooner or later we will encounter an
interpretation that satisfies it.

The Herbrand’s Theorem, called so after Jacques Herbrand (1908-1931), allows
to reduces the problem of checking the satisfiability of a first-orde formula to the
check of satisfiability of a set of propositional formulas. In this chapter we gradually
introduce the theorem.

To keep the treatment simle in this chapter we consider only the case of First
order language without equality.

1. Herbrand interpretation

Herbrand proposes the main idea to interpret terms in themselves. Notice
that the definiton of ¥-structure (AZ,Z) A% can be any non empty set. Herbrand
poposed to consider A as the set of all ground terms that can be built from the
signature 3. Since AT must contain at least one elment, Herbrand required that ¥
contains at least one constant symbol.

DEFINITION 1.1 (Herbrand Universe). The Herbrand’s universe of a signature
Y that contains at least one constant symbol, is the set, denoted by A™ of ground
terms of X.

EXAMPLE 1.1. If ¥ contains two constants a and b and no function symbol
then, the Herbrand’s Universe of ¥ is {a,b} since a and b are the only ground
terms that one can build in X. If, instead ¥ contains a binary function symbo f
then the set of ground terms, and therefore the Herbrand’s Univers of 3 contains
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6 1. HERBRAND THEOREM AND SKOLEMIZATION

an infinite set of terms. i.e.,

a b

fla,a) f(a,b) f(b,a) f(b,b)

f(a, f(a,a)) f(a, f(a,b)) f(a, f(b;a)) f(a, f(b,0))

f(b, f(a,a)) f(b, f(a,b)) f(b, f(b,a)) f(b, f(b,0))
f(f(a,a),a) f(f(a,b),a) f(f(b,a),a) f(f(b,b),a)
f(f(a,a),b) f(f(a,b),b) f(f(b,a),b) f(f(b,b),b)
f(fla,a), fa,a))  f(f(a,a), f(a,b)) f(f(a,a),f(ba)) [f(f(a a),f(b,b))

One can easily se that with one constant and a function symbol the Herbrand’s
Universe is infinite. Instead if there is no function symbols then the Herbrand
universe has the same size of the number of constants in X.

An alternative way to define the Herbrand’s Univers for ¥ is by induction
i.e., the herbrand universe A¥ for ¥ is the smalles set that satisfies the following
conditions

(1) Every constant of ¥ belongs to A¥
(2) ifty,...,t, € Al and f is an n-ary function symbol of 32, then f(t1, ..., t,)
ING

Once we have defined the set A™ to fully define an interpretation, we have to
specify the interpretation function for the elements of 3. The obvious way is to
define the interpretation of constants and function symbols so that every terms is
interpreted in itself, and every predicate with arity equal to n as a set of n-tuples
of terms. i.e., in a subset of A;‘.

DEFINITION 1.2. An herbrand interpretation of a signature 3 is composed by
the pair (A%, H), where

(1) A¥ is the Herbrand’s universe of ¥;

(2) H(c) = c for every constant symbol ¢ € ¥;

(3) H(f) : t1,...,tn = f(t1,...,t,) is the function that maps an n-tuple of
terms of AL in a term of AH | for every n-ary function symbol f;

(4) H(P) C (A" is a set of n-tuples of terms in A¥, for evert n-ary pred-
icate symbol P € 3.

A simpler way to see an Herbrand interpretation is by seeing it as a mapping
from ground atomic formulas to {0,1}.

(1) H : GroundAtoms(X) — {0, 1}

This definition is very close to the definition of propositional interpretation, where
GroundAtoms(X) is the set of proposiional variabels. The set GroundAtoms(X) is
called the Herbrand’s base for X.

EXAMPLE 1.2. The following is an example of an Herbrand Interpretation that
satisfies the following set of formulas:
—friend(x, x)
friend(x,y) — friend(x,y)
friend(x,y) — knows(x, mother(y))
friend(Mary, John)

I =
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Mary, John,

mother(Mary), mother(John),

mother(mother(Mary)), mother(mother(John))

mother(. .. mother(Mary) ...), mother(...mother(John)...),...

A =

friend(John, Mary), friend(Mary, John),
knows(John, mother(Mary)),
knows(Mary, mother(John)),
knows(mother(Mary), mother(John))

H:

2. Satisfiability in Herbrand’s Interpretation

Satisfiability in Herbrand interpretations is defined as the problem of checking
if a formula ¢ is satisfiable by an Herbrand’s Interpretation on the signature of
¢. One of the main version of the Herbrand’s theorem states that satisfiability in
general, can be reduced to satisfiability by an Herbrand’s interpretation

ProrosiTiON 1.1. If H is an Herbrand interpretation then for every ground
term t H(t) =t.

PROOF. By induction on the complexity of ¢. If ¢ is the constant ¢ then H(c) =
¢ by definition. If t = f(t1,...,t,) then

H(f (1, tn)) = H)(H(E), - HEn))

=H(f)(t1,...,tn) By induction hypothesis
= f(t1,...,tn) By definition H(f)
d
PROPOSITION 1.2. H |= ¢(z)[ayq] iff H = H(t)
PROOF. By induction on the complexity of ¢ (exercize) (]

PROPOSITION 1.3. H |= Va ¢(x) if and only if H |= ¢(t) for all ground term t.
PROOF.
H Ve o(x) fif H = ¢(x)[age:] for all ground terms ¢
fif H = ¢(t) for all ground terms ¢
[

DEFINITION 1.3 (quantifier-free formula). A formula ¢ is quantifier-free if ¢
has no occurrence of either of the quantifiers ¥ or 3.

Notice that a quantifier-free formula is the combination of a set of atoms using
the propositional connectives. Notice that all the individual variables that occours
in a quantifier-free formula are free. Furthermore if a uantified free formula do not
contains individual variables, then it is just a propositional formula.

ExXAMPLE 1.3. The following are examples of quantified free formulas.
P(a) vV Q(b,x) = R(x,y,2)
R(a,b, f(c)) vV R(b,a,g(a,b))
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the second one does not contains individual variables, hence it is a propositional
formula.

If we quantify universally the free variables of a quantified free formula we
obtain a universal sentence.

DEFINITION 1.4 (Universal sentence). A universal sentence is a sentence (closed
formula of the form

Vo Vg .. Vo, ¢(ar, ..., Tn)
where ¢(x1,...,Tn) 18 a quantifier-free formula.

In other words universal sentences admit only universal quantifiers at the be-
ginnin of the formula. We will see later that every formula can be transformed in
an equi-satisfiable universal sentence. If we instantiate every variable of a universal
sentence we obtain a propositional formula, that is called a ground ifnstance of the
universal sentence.

DEFINITION 1.5 (Ground instance). A ground instance of an universal sentence
Vay ... Ven.d(x1,...,2,) is a sentence ¢(ty,...,t,) obtained by replacing each oc-
currence of x; with a term t; that does not contain variables.

THEOREM 1.1 (Herbrand’s Theorem). A universal formula ® =Vxq,...,Ve,o(z1,...,2,)
is satisfiable if and only if it is true in an Herbrand interpretation in the signature
of ¢ (if ¢ does not contain any constant we extend the signature with a constant a)

PROOF (SKETCH). If ® is satisfiable by an Herbrand interpretation then it is
satisfiable. Let us proove the contrary. Suppose that ® is satisfied by the interpre-
tation Z. Starting from Z we can build the following herbrand interpretation H, on
the domain of ground terms A where ¥ is the signature of ® possibly extended
with a constant a if ® does not contain constant symbols. For every n-ary predicate
p we define H(p)

H(p) = A{(t1,. . ta) € AE [T Eplte, ... ta)}

For every formula ¢(x1, . .., x,) we can prove by induction that the formula Va1, ..., z,é(z1, ..., 2,) —
o(t1,...,t,) is valid for every n-tuple of ground terms. This implies that

(2) TE (... tn)
and therefore that H = ¢(t1,...,t,). This implies that

H ': d’(xla s 7xn)[ax1<—t1,...,a:n<—tn]
and therefore that H = ®. O

The immediate consequence of the Herbrand’s theorem is that, to check if
& =Vry,...,z, ¢(x1,...,z,) is satisfiable we can check if it is satisfiable only in
the herbrand interpretations. If there is no herbrand interpretations that satisfies
® then the formula is surely unsatisfiable.

A second, and related consequence, is that if ® is unsatisfiable, then also the
set

Ground(®) = {@(t1,...,t,) | t; € A}

is not sartistiable. But one can notice that Ground(®) is a set of propositional for-
mula, and therefore we can apply the main results of satisfiability in proposiitional
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formula. In particulare, we use the compactenss theorem (Theorem ?7?) that states
that an infinite set of proposiitonal formula I'" is not satisfiable if and only if there
is a finite subset I'g of I' that is not satisfiable. We can therefore conclude that
® is unsatisfiable there is a finite set G C Ground(®) of groundings of ® that is
unsatisfiable.

If we find a way to enumerate Gy, G1,Ga,... (i.e., generate an infinite se-
quence) of all the finite subsets, of Ground(®) such that for every finite subset
G C Ground(®) there is an i such that C; = C we could check at every iteration
if G; is satisfiable, and if Ground(®) is not satisfiable we enventuall find an ¢ such
that G; is not satisfiable. This very naive idea is implemented in Algorithm [1} If

Algorithm 1 First Order Satisfiability,

Require: A universal formula ® = Vz4,...,V2, ¢(z1,...,2,)
>} < the signature of ®
if Constants(X) = () then

Y+ XU{a}
end if
A + Constants(X)
while True do

G + GROUND(®, A)

if PROPOSITIONALSAT(G)=UNNSAT then

return UNSAT

end if

A~ AU{f(t1,...,tn) | f € n-ary-Funct(2), ¢; € A}
: end while

= = =
M» =2

® is unsat, then by the Herbrand theorem we have that there is a finite subset of
Grounding(®) that is unsat let k be the masimum dephth of the terms that appear
in G, then at the k-th iteration the set G will be a subset of GROUNDING(®, A)
which sill be inconsistent, and therefore the algorithm terms returning UNSAT

3. Prenex normal form

In the previous section we only consider universally quantified formulas. In this
section we show how to extend this result to the entire set of first order formulas,
that inculdes also existential quantified formulas.

DEFINITION 1.6. A formula is in prenex normal form if it is in the form of

(3) Q1z1 ..., Qnay G(21, ..., Tn)
where each Q; is either 3 or ¥V and ¢(x1,...,x,) is a quantified free first order
formula.

Every formula can be reduced in prenex normal form by using the following
rewriting rules:
e rewrite the — and <« in terms of — and V and A;
e switch the — and the quantifiers with the rule:
—Vrp = Jx—¢
—Jxp = Var-¢
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e switch the binary connectives A and V and the quantifier with the rules
under the hypothesis that  does not

vw( ) N p = Va(p(z) Ay)

ro(x) VY = Va(o(z) V)
31‘(15( )N = Tz(d(z) AY)
Az g(x) Vp = Fu(o(z) vV ¥)

If « appears free in ¢ we can rewrite Qx ¢(x) into the equivalent formula
Qy ¢(y) for some new variable y before applying the rules.
e the following rules can also be used but not strictly necessary

e g(z) v Irp(z) = Fu(d(x) V ¢ (x))
Vo ¢(x) AV (x) = Va(o(z) A ()

e finally it is possible to switch the existential and universal quantifier with
the following rule

VaIy(o(z) o ¥(y)) = FyVa(o(z) o ¢¥(y))

if x is not free in ¢(y) and y is not free in ¢(z). As it will be clearer
later, moving the existential quantifier out of the scope of an universal
quantifier can be convenient.

Let us see an example about how to rewrite a formula in prenex normal form
EXAMPLE 1.4. Consider the formula
(VeIyP(z,y) — J2Q(z)) vV VzQ(x)
We first rewrite the —
(=VzIyP(z,y) vV IzQ(x)) V VaxQ(x)
Then we push the — in front of atoms
(FaVy—P(z,y) V I2Q(x)) V VzQ(x)
Then we can apply the rule that commutes 3x and V on the first disjunct
Jz(Vy-P(z,y) vV Q) V VzQ(x)
and push out the Y quantifier
¥y (~P(z,y) vV Q(x)) Vv VzQ(x)
We can also push out the first existential quantifier since x is not free in VxQ(x)
FVy(~P(z,y) vV Q(z) V VzQ(z))

Now if we want to push out the quantifier | forallz since x is free in =P (z,y)VQ(x)
we have to rename the variablel obtaining

JaVy(=P(z,y) V Q(x) V V2Q(z))
now we can apply the rule to obtain
JaVyVz(—P(z,y) v Q(z) v Q(2))

which is in prenex normal form.
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4. Skolemization

Skolem normal form is named after the late Norwegian mathematician Thoralf
Skolem.(1887-1963). Skolemization is the operator of replacing existential quanti-
fiers either with constants (0-ary functions) or with functions, obtaining an equi-
satisfiable formula.

Before providing the general definition let us consider the following siple ex-
ample of proposition in FOL. Consider the proposition “Every preogrammer has
written at least one computer program”, In FOL this can be formalized as

Vax(Programmer(z) — Jy(Program(y) A Author(z,y))

If it is the case that for every programmer we can find a program written by
him/her, there exists a function from programmers to programs that selects one
program for every programmer, and such that the author of the program selected
by this function for some programmer z is x him/herself. Notice that there might
be more than one program written by the same programmer, however f will pik
one of them. To formalize this line of reasoning, we can extend the signature with
a new symbol f that intuitively represent the funciton that select one program for
every programmer, and we use f in place of the existential quantifier, by rewriting
the original formula in

Va(Programmer(xz) — Program(f(z)) A Author(z, f(z)))

The previous example can be generalized by rewriting any formula of tghe
form VzIyo(z,y) in Ved(x, f(z)) for some new function symbol f. This is also
possible when there is no universal quantifier in front of 3. I.e., The formula
Jz¢(x) can be rewritten in ¢(a) for some new constant a. Generalizing even more
the formula VaVy3z¢(x,y, z) can be rewritten in VaVyo(z,y, f(z,y)) for some new
binary function symbol f. Let us make this process fully general.

DEFINITION 1.7 (Skolemization). Let ® be a formula in prenex normal form
that start with m universal quantifiers followed by an existential quantifier. Ie., ®
is in the form:

VY 1Vas . VeI Tme1Qme1Tma2 - - - Qunnd(1, ..., Tp)

a formula in prenex normal form the Skolemization if the operation of introducing
a new n-ary function symbol f and replace Ty with f(x1,...,2m), and remove
the existential quantifier. ILe., transforming the formula in

Y 1Vas .. VemQmioTmaa - - Qun® (X1, ..oy Ty f(X1,0 0y T )y T2y -+ -5 Tp)

PROPOSITION 1.4. Let U be the Skolemization of a forula ® Every model that
satisfies ® can be extended to an interpretation I by providing the interpretation of
the skolem function f that satisfies U.

PROOF. We prove the property for the special case where ® is VeIyR(x,y),
The general proof looks the same. In this special case ¥, the skolemization of ® is
VzR(x, f(x)). Let us show that ® is satisfiable iff ¥ is satisfiable

(=) If Va3yR(z,y) is satisfiable, then there is an interpretation Z, such that
T |= Va3y R(x,y). This implies that, for every element d € AT, there is an elmenet
d' € AT such that (d,d’) € Z(R). Let I’ be the interpretation on the same domain
of Z with Z(R) = Z'(R) and Z'(f) is a function that maps d into a d’ such that
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(d,d’) € Z(R). This implies that for every d € AT, T’ = R(x, f(z))[x « d]; and
therefore that 7' |= Vo R(z, f(z)).

(<) If VzR(x, f(x)) is satisfiable, there is an interpretation Z of R and f such
that for every d € A%, (d,Z(f)(d)) € Z(R) and therefore for every d € AT there is
a d' (which is Z(f)(d)) such that (d,d’) € Z. This implies that Z = VaIyR(z,y). If
we consider Z’ the restriction of Z to the signature that contains only R, we have
that 7' = Vz3yR(z,y)) and therefore that Yx3y R(x,y) is satisfiable. O
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