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 ANNALS OF MATHEMATICS

 Vol. 54, No. 2, September, 1951

 NON-COOPERATIVE GAMES

 JOHN NASH

 (Received October 11, 1950)

 Introduction

 Von Neumann and Morgenstern have developed a very fruitful theory of
 two-person zero-sum games in their book Theory of Games and Economic Be-

 havior. This book also contains a theory of n-person games of a type which
 we would call cooperative. This theory is based on an analysis of the interrela-

 tionships of the various coalitions which can be formed by the players of the
 game.

 Our theory, in contradistinction, is based on the absence of coalitions in that
 it is assumed that each participant acts independently, without collaboration or
 communication with any of the others.

 The notion of an equilibrium point is the basic ingredient in our theory. This
 notion yields a generalization of the concept of the solution of a two-person zero-
 sum game. It turns out that the set of equilibrium points of a two-person zero-

 sum game is simply the set of all pairs of opposing "good strategies."

 In the immediately following sections we shall define equilibrium points and
 prove that a finite non-cooperative game always has at least one equilibrium

 point. We shall also introduce the notions of solvability and strong solvability
 of a non-cooperative game and prove a theorem on the geometrical structure of
 the set of equilibrium points of a solvable game.

 As an example of the application of our theory we include a solution of a
 simplified three person poker game.

 Formal Definitions and Terminology

 In this section we define the basic concepts of this paper and set up standard
 terminology and notation. Important definitions will be preceded by a subtitle
 indicating the concept defined. The non-cooperative idea will be implicit, rather

 than explicit, below.
 Finite Game:

 For us an n-person game will be a set of n players, or positions, each with an
 associated finite set of pure strategies; and corresponding to each player, i, a

 payoff function, pi, which maps the set of all n-tuples of pure strategies into the
 real numbers. When we use the term n-tuple we shall always mean a set of n
 items, with each item associated with a different player.

 Mixed Strategy, si:
 A mixed strategy of player i will be a collection of non-negative numbers which

 have unit sum and are in one to one correspondence with his pure strategies.

 We write si = Za Cia.nia with cia ? 0 and Za cia = 1 to represent such a mixed
 strategy, where the 7ria's are the pure strategies of player i. We regard the
 si's as points in a simplex whose vertices are the 7ria's. This simplex may be re-
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 NON-COOPERATIVE GAMES 295

 theory. And poker is the most obvious target. The analysis of a more realistic
 poker game than our very simple model should be quite an interesting affair.

 The complexity of the mathematical work needed for a complete investigation
 increases rather rapidly, however, with increasing complexity of the game; so
 that analysis of a game much more complex than the example given here might
 only be feasible using approximate computational methods.

 A less obvious type of application is to the study of cooperative games. By a
 cooperative game we mean a situation involving a set of players, pure strategies,
 and payoffs as usual; but with the assumption that the players can and will
 collaborate as they do in the von Neumann and Morgenstern theory. This means
 the players may communicate and form coalitions which will be enforced by an
 umpire. It is unnecessarily restrictive, however, to assume any transferability
 or even comparability of the payoffs [which should be in utility units] to dif-
 ferent players. Any desired transferability can be put into the game itself instead
 of assuming it possible in the extra-game collaboration.

 The writer has developed a "dynamical" approach to the study of cooperative
 games based upon reduction to non-cooperative form. One proceeds by con-
 structing a model of the pre-play negotiation so that the steps of negotiation
 become moves in a larger non-cooperative game [which will have an infinity of
 pure strategies] describing the total situation.

 This larger game is then treated in terms of the theory of this paper [extended
 to infinite games] and if values are obtained they are taken as the values of the
 cooperative game. Thus the problem of analyzing a cooperative game becomes
 the problem of obtaining a suitable, and convincing, non-cooperative model for
 the negotiation.

 The writer has, by such a treatment, obtained values for all finite two person
 cooperative games, and some special n-person games.
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