
The �le ('Data for exercise 6') contains data sampled from a mixture of
K = 4 Gaussians. The standard deviations of the Gaussians are known and
identical, σk = σ = 0.5. Reconstruct the unknown parameters and latent
variables,

pk, µk, Zi

where Zi represents the assignment of each point to one of the mixture compo-
nents. To perform the inference, use Gibbs sampling:

• Initialize randomly pk, µk, Zi. Compute Nk =
∑
i χ(Zi = k),mk =∑

i χ(Zi = k)xk.

• Perform Gibbs sampling iterations
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. Here µ0 = 0 and σ0 = 1000 are the

Gaussian prior parameters. Do this for all k.

� Sample the p from a Dirichlet distribution with parameters γ′k =
γk +Nk. Here, γk = 1 are the Dirichlet prior parameters.

� Sample the Zi from a categorical disribution, Prob(Zi = k) = pke
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If Zi is updated, update Nk,mk.
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