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Unsupervised Learning

• Supervised learning: There is a labeled training/validation set that can be used to 
tune the algorithm parameters

• Unsupervised Learning: Training data is not labeled

Unsupervised Learning:
• We are interested in finding some interesting structure in the data, or, equivalently, 

to organize it in some meaningful way
• Target: find a function that describes the structure of "unlabeled" data (i.e., data that 

has not been classified or categorized)
• Several approaches are based on the idea that the data is the realization of an hidden 

probability density function, i.e., unsupervised learning is linked to the density 
estimation of an hidden PDF producing the data



Unsupervised Learning
Techniques

We are going to see only a couple of unsupervised learning techniques 
and a few very simple and commonly used methods

1.  Clustering 
o K-means
o Linkage-based clustering

2. Dimensionality reduction
o Principal Component Analysis (PCA)

There are many other techniques (not part of this course)
• Mean shift clustering, spectral clustering….
• Compressive sensing



Clustering

Clustering
Idea: Divide a set of objects represented by N-dimensional vectors into groups 
(clusters) of similar objects
� Key target: identifying meaningful groups among data points
� The definition is not rigorous and may be ambiguous, different definitions have 

been proposed leading to different algorithms

Formal Definition: 
Clustering is the task of grouping a set of objects such that similar objects end up in 
the same group and dissimilar objects are separated into different groups



Challenges (1)

Similarity is not transitive:
"similar objects in same group" and "dissimilar objects into

different groups" may contradict each other...

2 clusters



Challenges (2)

There is no ground truth:
How To Evaluate Performances ?

Divide in
2 clusters



Clustering: Applications

Many Applications: 

• Business and marketing 
• Market research 
• Grouping of shopping items

• World Wide Web 
• Search engines
• Social network analysis

• Image segmentation
• Medicine, Medical imaging 
• Biology and bioinformatics
• Recommender systems
• Anomaly detection
• Natural language processing
    



Example (1):
Customer Segmentation



Example (2): 
Image Segmentation

•  Data: one sample for each pixel 
•  Samples: vectors containing features (e.g., color or spatial position of pixels)
•  Goal: divide the image into regions (clusters) with uniform properties
•  Useful for medical imaging, image analysis, background segmentation in 

movies, object recognition, ….



Clustering Model

 

Sometimes, the output is a dendrogram (from Greek 
Dendron = tree, gramma = drawing), a tree diagram 

showing the arrangement of the clusters



Distance(cost)-Based 
Clustering



Some material on K-Means D.A. Forsyth

K-Means

❑ The simplest clustering algorithm (proposed in 1957, also known 
as Lloyd algorithm)

❑ Choose a fixed number of clusters
❑ Find cluster centers and point-cluster allocations in order to 

minimize the error made by approximating the points with the 
cluster centers

❑ Can’t do this by exhaustive search, because there are too many 
possible allocations

❑ Iterative algorithm
o fix cluster centers; assign each point to the closest cluster
o fix allocation; compute best cluster centers

❑ Vectors x can be any set of features for which we can compute a 
distance (careful about scaling for non-homogenous data)



K-Means: 
Notation and Target

❑  

Set of vectors to be clustered

Vector to be clustered

k Number of clusters (parameter of the algorithm)

Clusters (each vector x is associated to a cluster)

Centroids of the clusters

if using euclidean distance



Centroid Computation

❑  

 



K-Means:  Algorithm

❑  



Demonstration



K-Means: 
Stopping Criteria

❑  



K-Means: 
Pros and Cons

Pros

� Fast and simple 

o True in practice, in theory it is a NP-hard problem

� Always converges and typically also very fast

Cons

� It does not guarantee an optimal solution

� The solution depends on the initial centroids

� K must be known a priori

� Forces spherical symmetry of clusters (in the n-dimensional space)



Examples

image from: towards data science



Example/Exercise



Linkage-based Clustering

General class of algorithms that follow the general scheme below

1. Start from the trivial clustering: each data sample/point is a 
(single-point) cluster

2. Until "termination condition": repeatedly merge the "closest" 
clusters of the previous clustering

Two "parameters":
1.  How to define distance D(A,B) between two clusters A and B

o Need cluster-to-cluster distance (not point-to-point)

2.  Termination condition



Linkage-based Clustering

image from Univ. Manchester

See next slide



Example:
Single Linkage

❑ Single linkage (use minimum distance between points in the 
cluster)

❑ End when all points are in a single cluster → output is a dendogram

�  from the dendogram various clusterings can be extracted



Examples
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