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Minimize a 
Differentiable Function

 



Gradient Descent (GD)

 

 

 

Learning rate 
(controls the size of the steps)



Gradient Descent: 
Accuracy and Convergence

 

Demonstration 
not part of the course

Output of 
GD

Minima (e.g., ERM solution)



Gradient Descent: 
Corollary

 



Sthocastic Gradient
Descent (SGD)

Example with 
function
1.25(x + 6)2 + (y - 8) 
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• Computing the gradient at each 
step is computationally demanding

      →avoid using exactly the gradient
•  SGD: take a (random) vector with 

expected value equal to the 
gradient direction

 



SGD vs GD: Notes (1)

 



SGD vs GD: Notes (2)

❑ Much faster than GD: at each step only one sample is used for the 
computation
o Specially for large training sets standard GD is slow

❑ Less stable trajectory
o More "noisy" but could jump out of local minima

▪ Advanced approaches to stabilize, e.g., momentum

o Sometimes the final point is computed as average of a set of samples (as in 
the book) to account for fluctuations 

▪ Better to average only a set of final iterations

▪ On book average of all iterations (not always smart choice)

o Improvement to get a stable result: use an adaptive step size 



Gradient Descent: Variants

1. Batch Gradient Descent (standard GD): compute the 
gradient over the complete training set

2. Mini-batch Gradient Descent: compute the gradient 
over a small set of k samples
o k: parameter, mini-batch size 

o Trade-off between the two "extreme" cases GD and SGD

o Used to train deep neural networks

3. Stochastic Gradient Descent (SGD): use a single 
sample to estimate the gradient



SGD: Applications in ML

Use SGD to solve ML problems :

1. Risk minimization (ERM)

2. Regularized Loss minimization (RLM)

3. Support Vector Machines (SVM) 

4. Neural Networks (in NN / deep learning 
lectures)



SGD for Risk Minimization (1)

❑  

 



SGD Finds an Unbiased 
Estimate of the Gradient

❑  



SGD for Risk Minimization (2)

 



 

❑  

Not Part of the 

course



SGD for RLM

❑  



SGD for RLM (demonstration)

❑  

Not Part of the 

course



SGD for Soft SVM (1)

❑  



SGD for Soft SVM (2)

 

 

 

 



SGD for
Soft SVM with Kernels

 

 

Standard Soft-SVM

 

 

(*)

Not Part of the 

course



SGD: Issues

 



Momentum

 
    SGD without momentum                   SGD with momentum 



Advanced SGD schemes

❑ Adagrad adapts the learning rate for each parameter independently 
o It performs smaller updates (i.e. low learning rates) for parameters associated 

with frequently occurring features

o It performs larger updates (i.e. high learning rates) for parameters associated 
with infrequent features

❑ Adadelta (improved version of ADAgrad)

❑ RMSprop (improved version of ADAgrad)

❑ Adam (Adaptive Moment Estimation) 
o It also computes adaptive learning rates for each parameter

o It combines ideas from Adagrad and momentum

o Whereas momentum can be seen as a ball running down a slope, Adam 
behaves like a heavy ball with friction, which thus prefers flat minima in the 
error surface

Details not part of the course


