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Linear SVM: Key Limitation

• SVM is a powerful algorithm, but still limited to linear models...
• … and linear models cannot always be used (directly!)

Example (recall VC-dim of threshold is 1!)

Idea:
• Apply a nonlinear transformation to each point in the training set
• Learn a linear predictor in the transformed space 
• Make a prediction for a new instance 

Example (continued)
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Example

2 features x,y : 
find separating 
hyperplane ?

 The separating 
hyperplane 

corresponds to a circle 
in the original space !



Embeddings into Feature Spaces

 



The Kernel Trick (1)

 



The Kernel Trick:
Example (1)

Example with 2nd 
degree polynomial

 

 



The Kernel Trick:
Example (2)



Kernel Trick: Apply to SVM

 

 

 



Representer Theorem

 



Representer Theorem:
Demonstration

❑  



Rewrite SVM model
with Kernel Functions

 



Polynomial Kernels (1)

 

 

 

 

K-times

n: dimensionality of input space
K: degree of polynomial



Polynomial Kernels (2)

 

 



Gaussian Kernel
(Radial Basis Function, RBF) (1)

 

 

 

 



Gaussian Kernel
(Radial Basis Function, RBF) (2)

 

 



Practical SVM:
The λ Parameter

The parameter λ controls the trade-off between a solution with a large 
margin that makes some errors or one with a lower margin but with less 

errors
(the parameter C in sklearn, libsvm and other ML tools has the same role but weights the loss term, i.e., works in the opposite direction)

Training Set

Examples on 2 different test sets

(large λ) (small λ)

images from stackexchange

(large λ)

(large λ) (small λ)

(small λ)



Practical SVM:
Different Kernels

images from towardsdatascience
and R-Bloggers



Practical SVM:
Linear vs RBF Kernel

From: https://www.analyticsvidhya.com/blog/2017/09/understaing-support-vector-machine-example-code/

https://www.analyticsvidhya.com/blog/2017/09/understaing-support-vector-machine-example-code/


Practical SVM:
Standard Deviation of RBF Kernel

❑ The standard deviation σ of the Gaussian/RBF kernel controls the concept or "close" 
and "far" in the kernel function

❑ It corresponds to the trade-off between precisely fit the training set (with risk of 
overfitting) or finding a less accurate but more general solution

❑ The gamma parameter of sklearn correspond to the inverse of σ 

Images from: https://www.analyticsvidhya.com/blog/2017/09/understaing-support-vector-machine-example-code/

   

https://www.analyticsvidhya.com/blog/2017/09/understaing-support-vector-machine-example-code/


Practical SVM:
Grid Search Example
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images from sklearn documentation
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1 [ 0.2 -1.4]  -1 0 0

2 [-2.1 1.7] 1 0 0

3 [0.9 1] 1 0.5 0.5

4 [-1 -3.1] -1 0 0

5 [-0.2 -1] -1 -0.25 0.25

6 [-0.2 1.3] 1 0 0

7 [ 2.0 -1] -1 -0.25 0.25

8 [ 0.5 2.1] 1 0 0

Exercise



  

Multi-class Classification

red 
Vs 

{green,blue
}

green
Vs

 {red,blue}

blue
Vs

 {red,green}



LAB2: Classification with SVM

❑ Classify ancient cursive Japanese ( Kuzushiji )writing 
❑ Use Support Vector Machines (SVM)

Notebook released  on 
16/11

Lab 2 on 23/11
Delivery on 2/12



The KMNIST Dataset

❑ 10 classes corresponding to 10 different characters

❑ 70’000 samples (7’000 for each class)

❑ Divided into 60’000 for training and 10’000 for testing

❑ Recent deep learning schemes can reach an accuracy of 99%

❑ Expect an accuracy around 80% for a «baseline» SVM classification



LAB2: Classification of 
Kuzushiji characters with SVM

❑ Classify images of characters

❑ Use Support Vector Machines (SVM)

❑ Dataset of small pictures of characters: multi-class 
classification problem

❑ Use Support Vector Machines

❑ Try different Kernels

❑ Estimate parameters with cross validation

❑ Visualize the results with confusion matrices


