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SVM: Topics

1. Classification margin
2. Hard-SVM (linearly separable data and linear model)
3. Soft-SVM (not linearly separable data, still a linear model)
4. Kernel Methods for SVM (non-linear classification)
5. Examples and exercises
6. LAB2 on SVM



Classification Margin

 



Classification Margin:
Example

❑  Margin: minimum distance from an example in the training set
❑ Idea: best separating hyperplane is the one with the largest margin

� Can tolerate more "noise"



Linearly Separable
Training Set 

 



Demonstration

 

 
 

u



Support Vector Machines
(Hard-SVM)

 

 

Need to correctly classify all samples



Quadratic Programming 
Formulation

The objective is a convex quadratic function, 
constraints are linear inequalities:

 can be solved with quadratic programming solvers
It is equivalent to Hard-SVM: instead of maximizing margin, 

fix margin to 1 by scaling its unit of measure with w, search of max margin
 equals to search for minimum norm scaling factor w

 



Demonstration:
 Hard-SVM ↔ Quadratic Programming 

 

 

 



Homogeneous Representation

 



Theorem
(Support Vectors)

 

Support Vectors



Duality



Soft-SVM

Key issue: Hard-SVM needs the data to be linearly separable
� Almost never true in practical problems

We need an approach that can work also with non linearly 
separable data →Soft-SVM

Soft-SVM: Relax the constraints of Hard-SVM but take into account 
the violations of the separation into the objective function 



Soft SVM:  How it works

 



Optimization Problem

 

 



 

Reformulate with Hinge Loss

The problem can be reformulated with the Hinge loss:

Hinge Loss:

 

 



The Two Formulations
Are Equivalent



Examples

 



Practical SVM:
The λ Parameter

The parameter λ controls the trade-off between a solution with a large 
margin that makes some errors or one with a lower margin but with less 

errors
(the parameter C in sklearn, libsvm and other ML tools has the same role but weights the loss term, i.e., works in the opposite direction)

Training Set

Examples on 2 different test sets

(large λ) (small λ)
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Homogeneous Version
(Soft SVM)

❑ Rewrite with homogeneous coordinates

❑ The Hinge loss is given by

Approaches to solve the problem:
• Use standard solvers for optimization problems
• Use Stochastic Gradient Descent (wait for SGD lecture!)

 

 


