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Regularized Loss Minimization 
(RLM)

 



Tikhonov Regularization

 



Ridge Regression

 

 Balancing should not depend 
on the size of training set



Closed Form Solution

 



Tikhonov Regularization
and Stability

❑ Tikhonov regularization makes the learner stable w.r.t. 
small perturbations of the training set
� this in turn leads to small bounds on generalization error

❑ Informally: an algorithm A is stable if a small change of 
the training data S (i.e., its input) will lead to a small 
change of its output hypothesis
o what is a “small change of the training data”?

o  what is a “small change of its output hypothesis”?



Stability

❑  

 

Select at random
 which to replace

Draw IID from D  
Depends on 

training set size



Stable Rules do not Overfit

 

 



Lipschitzness

 

 



Tikhonov Regularization
is a Stabilizer



Fitting-Stability Trade-off (1)

 

 



Fitting-Stability Trade-off (2)
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