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Which hypothesis classes
are PAC learnable ?
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Restriction of a Function

 

 



Shattering

 

 

Demonstration (intuition): on set C all functions from C to {0,1} can be 
chosen and we fall back into the situation of the NFL corollary  



VC Dimension (1)

 

 



VC Dimension (2)

 

 



Compute VC Dimension

 



Compute VC Dimension: 
Example (1)

a x1

a x2x1 {0,0} Ok
{1,1} Ok
{1,0} Ok
{0,1} No!!

ax1

{1} Ok

{0} Ok

 

 

 

 



Compute VC Dimension: 
Example (2)

 

a x1

b

x2

x1

b

a x2 X3
{1,0,1} ??

{0,0} Ok
 

ax1 x2 b
{0,1} Ok

a x1 x2b
{1,0} Ok

a x1 x2 b
{1,1} Ok

 

 



Compute VC Dimension: 
Example (3)

 

 

{1,1,1,1,0} No!!

 

 

The set can be shattered

Case 5 points: define c1 top point, c2 rightmost, c3  bottom, c4 leftmost, c5 the reamaining one. 
If different labeling just swaps the case that can not be obtained.



 

   

Compute VC Dimension: 
Example (4)



Fundamental Theorem
of Statistical Learning

Let H be a hypothesis class h:X→[0,1], and let the loss function be 
the 0-1 loss.

The following statements are equivalent:

1. H has the uniform convergence property
2. Any ERM rule is a successful agnostic PAC learner for H
3. H is agnostic PAC learnable
4. H is PAC learnable
5. Any ERM rule is a successful PAC learner for H
6. H has a finite VC dimension



 

Theorem of Statistical Learning:
Notes on the demonstration



Theorem of Statistical Learning: Quantitative Version

❑  

 

 

 

 


