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Recall: 
Agnostic PAC Learnability



A Universal Learner ?

 



No Free Lunch Theorem

 

 



No Free Lunch: Notes

 



Corollary: Demonstration

  

0  1

Pgood from PAC (1)

Pbad from NFL (2)Proof: not part of the course



Choose a Good Hypothesis Set
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Error Decomposition (1)

 

  

 



Error Decomposition (2)

 

 

 

 

 

 



Example:
Polynomial Fitting

 

A) underfitting         B) good approximation        C) overfitting

A)                                       B)                                     C) 



Train, Test and Validation Sets

 



Iterative Training Procedure 
with Validation Set

Train a ML algorithm parametrized by some Hyper-Parameters (HP):

1. Select Hyper-Parameters values

2. Train on the training set

3. Evaluate performances on the validation set

4. Go back to 1 (select new HP values) 

5. Select HP leading to smallest validation error

6. Compute error estimation on the test set



Example 
(with validation set)

❑ Introduce a validation set (red circles)

❑ Train on training set for each of the 3 HP 
values (2,3 and 10)

❑ Select solution with lower error on 
validation set
o Degree 3 is the best solution

o Degree 10 has low error on training set but 
high on validation set

 



Occam's Razor

A short explanation (that is, a hypothesis that has a short length) tends 
to be more valid than a long explanation


