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Supervised Learning 

Training data
with labels

Training procedure

ML model
(training: estimate parameters)

Data to be
analyzed

In most of the course we will focus on supervised learning

Predicted 
Label



PAC Learning
 



Theorem
(Finite Hypothesis Classes are PAC Learnable)

 

m: size of the training set (i.e., S contains m I.I.D. samples)

probably approximately correct



Idea of the Proof

 



Theorem:
Graphical Illustration

misleading 
samples



 

PAC Learnability

 



 

Corollary (PAC)

sufficient 
condition (not 

necessary)

 



Drop Some Assumptions

 

 



Empirical and True Error

 

 



Bayes Optimal Predictor

D (and consequently P[y=1|x] ) is not known!

 

 

Can we use 
the predictor? 

binary classification



 

Agnostic PAC Learnability

 



 

Multiclass Classification
and Regression

10M€       300k€     50k€ 



Generalized Loss Function

 



 

Common Loss Functions



The relevance of different error types depends on the application

Example: fingerprints classification/verification

Two types of error:
• False accept: accept an unauthorized user
• False reject: do not accept an authorized user

Optimal Loss 
Depends on Application



Optimal Loss: 
Discount Verification



Optimal Loss: 
CIA Data Center



 

Agnostic PAC Learnability:
General Loss Functions


