**Program of “Information theory and inference”**

1. Introduction: relation between information theory and inference. The “noisy channel” as a general setting for inference problems (*Lecture 1 slides*).
2. How to measure information for events. **Definition of Shannon entropy** from first principles (*Bialek §6.1, Allegra §1.1)*. Probability trees and information (*Allegra §1.1.2*).
3. **Conditional entropy** (*McKay §8.1, Cover §2.2, Allegra §1.4*), **Mutual information** (*McKay §8.1, Cover §2.3, Allegra §1.4*), **Kullback-Leibler divergence** (*McKay §2.6, Cover §2.3, Allegra §1.3*)
4. **Lossy compression** (*McKay §4.2,§4.3, Cover §3.2, Allegra §2.1*). **Typicality** (*McKay §4.4, Cover §3.1,§3.3, Allegra §2.1*). **Source coding theorem** (*McKay §4.3, Cover §3.2, Allegra §2.1.1*).
5. **Symbol codes** (*McKay §5.1, Cover §5.1, Allegra §2.2*). **Unique decodability** (*McKay §5.2, Cover §5.2, Allegra §2.1.1*). **Lossless Compression** (*McKay §5.3, §5.4, Cover §5.3, §5.4,§5.5, Allegra §2.2.3*). Huffman codes (*McKay §5.5, Cover §5.6, Allegra §2.2.4*).
6. **Noisy Channels** (*McKay §9.3, Cover §4.1, Cover §7.1,7.2*). Decoding over noisy channels and inference (*McKay §9.4, Allegra §3.1*).  **Channel capacity** (*McKay §9.5, Cover §7.1, §7.3*). Error-correcting codes (*McKay §1.2*).
7. Joint typicality (*McKay §10.2, Cover §7.6*). **The Noisy-Channel Coding Theorem** (*McKay §9.6,§10.1,§10.1,§10.3, Cover §7.4, §7.7, Allegra §3.3*).
8. **Differential entropy** (*Cover §8.1, §8.3,§8.4,§8.5, Allegra §4.1*), Gaussian channel (*McKay §11.1,§11.2,§11.3, Cover §9.1, §9.2, Allegra §4.2*).
9. Markov chains and entropy production (*Cover §4.1,§4.2, Allegra §5*).
10. Decision theory. Bayesian and max-likelihood estimators (*Barbier §2*).
11. The Monte Carlo idea, Monte Carlo Integration (*Campesan §2.1, Allegra §7.1*).
12. **Elementary sampling methods** (*Bishop §11.1, Campesan §1.2, Allegra §7.2*), **rejection sampling** (*McKay §29.3, Bishop §11.1*)
13. **Metropolis algorithm** (*McKay §29.4, Bishop §11.2, Campesan §2.2, Allegra §7.4*) and its convergence properties (*Campesan §2.1, Allegra §7.4.1*). Metropolis algorithm tuning (*Campesan §2.3.1,§2.3.2*)
14. **Gibbs sampling** (*McKay §29.5, Bishop §11.3,Campesan §2.4. Allegra §7.5*).
15. Clustering as an inference problem, latent variables (*Allegra §7.5.1*).
16. **Variational Bayes** (*Bishop §10, Allegra §8.1*). Variational autoencoders (*Allegra §8.3)*.
17. **Hamiltonian Monte Carlo** (*Brooks §5,Campesan §3.1, Allegra §9*). STAN.
18. **Approximate Bayes Computation** (*Campesan §4.1, Allegra §10*).
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