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Machine Learning Course

Machine Learning (INP9087775/SCP8082660)

❑ This course is for ICT for Internet and Multimedia and Physics of Data 

❑ The course is officially offered from the Physics department (even if 
lecture rooms and instructor from DEI)

❑ Elearning password: learning2223

❑ If you are from other physics/math courses notify the instructor

❑ 6 CFU (48 hours, 24 lectures) - in English

❑ This class is for student numbers that end in 0-4



Course Contents

Supervised 
Learning

Unsupervised 
Learning

Laboratories



Laboratories

5 Labs:
1. 02 NOV Introduction to Python
2. 16 NOV Regression and Classification (HW1)
3. 30 NOV Support Vector Machines (HW2)
4. 14 DEC Neural Networks (HW3)
5. 18 JAN Tutorial: Keras Deep Learning framework (optional)



Books and Material

Main Book: 
• Shalev-Shwartz, Shai; Ben-David, Shai, 

Understanding machine learning: From 
theory to algorithms, Cambridge University 
Press, 2014

• PDF available from the authors at  
http://www.cs.huji.ac.il/~shais/UnderstandingMachineLearning/copy.html

• Slides, tutorials, papers and other material 
on elearning

• Come to the lectures and take notes

http://www.cs.huji.ac.il/~shais/UnderstandingMachineLearning/copy.html


Homeworks

❑ 3 Homeworks
❑ Two weeks period for each homework:
1. Homework is released 
2. Support session (lab and/or Zoom)
3. Delivery deadline (hard) in approximately 2 weeks
❑ Up to 3 extra points for the homeworks (1pt for each homework)

Homework Released Delivery

1 15/11 29/11

2 29/11 13/12

3 13/12 09/01
* Tentative dates, will probably change



Written Exam

❑ Written exam in classroom at the end of the 
course

❑ No orals;  No online exams
❑ Final mark is the written exam score + the 

homework score
❑ Can get to "30" without the homeworks but 

extra points help !
❑ Dates for the exams:
1. 24/01/2023
2. 09/02/2023 
3. 28/06/2023
4. 07/09/2023
5. 21/09/2023

Check the exam dates
No out-of-session exams

Exams will be in classroom only
No online exams



Lectures

❑ Wed 16.15-18.00 Room Ae + recorded

❑ Fri 16.15 - 18.00 Room Ae + recorded

❑ Classroom attendance is recommended

❑ Use the recorded lectures only in case ed

❑ Timing: is 16.15 ok?

❑ No lecture this Friday



Machine Learning 

❑ Machine learning (ML) is a set of methods that give computer 
systems the ability to "learn" from (training) data to make predictions 
about novel data samples, without being explicitly programmed

❑ ML techniques: data driven methods

❑ Training data can be provided with or without corresponding correct 
predictions (labels) 

o Unsupervised learning: no labels are provided for training data

o Supervised learning: training data with labels



Labs: Setup your PC

❑ It is strongly suggested to ensure that you 
are able to develop and run the assignments 
on your PC 

❑ We’ll use Pyhton + scikit learn

❑ Simple tasks, any “standard” PC should be 
sufficient



Unsupervised Learning 

Predicted 
Label

Training procedure

ML model
(training: estimate parameters)

Data to be
analyzed

Training data
(unlabeled)



Supervised Learning 

Training data
with labels

Training procedure

ML model
(training: estimate parameters)Data to be

analyzed In most of the course we will focus on supervised 
learning

Predicted 
Label



Training Data Representation

Training set (3) with labels (2)

Predicted 
Label (2)Domain set (1)
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Make Predictions on Data
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Notes:
Data Generating Distribution
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Measure of Success: 
Loss Function

 



Empirical Risk Minimization

  



Is training error a good 
measure of true error ? 

Assume following D:

• Instance x is taken uniformly at 
random in the square

• f : label is 0 if x in upper side, 1 if 
lower side (red vs blue)

• Area of the two sides is the same



Is training error a good 
measure of true error ? 

 



Is training error a good 
measure ? 

 



Hypothesis Class

 

 



Assumptions

 



PAC Learning
 



 

Theorem

m: size of the training set (i.e., S contains m I.I.D. samples)

probably approximately correct

 



Idea of the Demonstration

  



Theorem:
Graphical Illustration

misleading 
samples



Demonstration: some notes (1)

❑  

1 2

Demonstration not part of the course
Here are just some notes for critical steps, refer to the 
book and lecture notes for the complete demonstration



Demonstration: some notes (2)

  

Demonstration not part of the course

H
B
 is a subset of H



Demonstration: some notes (3)

  

Demonstration not part of the course


