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Machine Learning (INP9087775/SCP8082660)
Q This course is for ICT for Internet and Multimedia and Physics of Data

2 The course is officially offered from the Physics department (even if
lecture rooms and instructor from DEI)

Elearning password: learning2223

If you are from other physics/math courses notify the instructor
6 CFU (48 hours, 24 lectures) - in English

This class is for student numbers that end in 0-4
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SUPERVISED LEARNING

S JE:

Su perV.'Sed Unsuper.wsed Laboratories
Learning Learning
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Keras
5 Labs:
02 NOV Introduction to Python

16 NOV Regression and Classification (HW1)

30 NOV Support Vector Machines (HW?2)

14 DEC Neural Networks (HW3)

18 JAN Tutorial: Keras Deep Learning framework (optional)
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Main Book:

« Shalev-Shwartz, Shai; Ben-David, Shai,
Understanding machine learning: From UNDERSTANDING
theory to algorithms, Cambridge University MACHINE
Press, 2014 LEARNING

 PDF available from the authors at

http://www.cs.huji.ac.il/~shais/UnderstandingMachinel earning/copy.html

 Slides, tutorials, papers and other material
on elearning
* Come to the lectures and take notes



http://www.cs.huji.ac.il/~shais/UnderstandingMachineLearning/copy.html
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M
15/11 29/11
2 29/11 13/12
3 13/12 09/01

* Tentative dates, will probably change

0 3 Homeworks

a2 Two weeks period for each homework:
1. Homework is released

2. Support session (lab and/or Zoom)

3. Delivery deadline (hard) in approximately 2 weeks
0 Up to 3 extra points for the homeworks (1pt for each homework)
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Written exam in classroom at the end of the
course

No orals; No online exams

Final mark is the written exam score + the
homework score

Can get to "30" without the homeworks but
extra points help !

Dates for the exams:

< wed Cw en:

24/01/2023

09/02/2023

28/06/2023 Check the exam dates
07/09/2023 No out-of-session exams
21/09/2023

Exams will be in classroom only
No online exams
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Wed 16.15-18.00 Room Ae + recorded
Fri 16.15 - 18.00 Room Ae + recorded
Classroom attendance is recommended
Use the recorded lectures only in case ed
Timing: is 16.15 ok?

No lecture this Friday
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a Data set \ ( Models \

Prediction

2 Machine learning (ML) is a set of methods that give computer
systems the ability to "/earn" from (training) data to make predictions
about novel data samples, without being explicitly programmed

2 ML techniques: data driven methods

2 Training data can be provided with or without corresponding correct
predictions (labels)

o Unsupervised learning: no labels are provided for training data
o Supervised learning: training data with labels
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a Itis strongly suggested to ensure that you
are able to develop and run the assignments
on your PC

a We'll use Pyhton + scikit learn

2 Simple tasks, any “standard” PC should be
sufficient
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‘ . q. ; ‘ Training data
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Data to be ML model
analyzed (training: estimate parameters)
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Training data
with labels

horse truck
E o9 7
‘ m m

‘Training procedure

Data to be
analyzed

(training: estimate parameters)

In most of the course we will focus on supervised
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Training set (3) with labels (2)

» &

The machine learning algorithm has access to:

1. Domain set (or instance space) X : set of all possible objects to make
predictions about

. x € X is a domain point or instance

. It is typically (but not always) represented by a vector of features
2. Labelset U : set of possible labels
*  Simplest case: binary classificationy = {0,1}
3. Trainingset S = ((xq,y1), ..., (X;, Vi) : finite sequence of labeled
(= supervised learning) domain points (in XxU)
. It is the input of the ML algorithm !

Domain set (1)
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4. Predictionrule h: X - 1Y (sometimes called alsof )
* Thelearner's output, called also predictor, hypothesis or classifier
« A(S): prediction rule produced by ML alg. A when training set S is given to it

5. Data-generation model: instances are

*  Generated by a probability distribution D over X (NOT KNOWN BY THE ML
ALGORITHM)

. Labeled according to a function f (NOT KNOWN BY THE ML ALGORITHM)
* Training set: V x;€ S, sample x; according to D then label it as y; = f(x;)

6. Measure of success = error of the classifier = probability it does not predict the
correct label on a random data point generated by D
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= DI INGEGNERIA

— ELLNORATONE Data Generating Distribution

:') Heights of US Adult Males = x — R+
/\ D A:170 < x < 180
S - D(A) =D({x:170 < x < 180}) = 0.3
D(A (4) {d )
/ R = 1: 170 < x < 180
. ; S 0: otherwise
160 170 180 200
A
- % o

0 Samples x € X are produced by a probability distribution D: x~D
0 Consider a domainsubset A € X :

o A:event, expressed by m: X — {0,1} ,i.e, A={x € X: n(x) =1}
o D(A): probability of observing a pointx € A (itis a number in the 0-1 range)
o Wegetthat P, _p[m(x) = 1] = D(A)



® Measure of Success:
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~ DELL'INFORMAZIONE Loss Function

Recall:

0 Assume a domain subset A € X

0 A:event, expressed by m: X — {0,1} ,i.e., A={x € X:n(x) = 1}
a D(A): probability of observing a point X € A

0 Wegetthat P, _p|m(x)| = D(A)

Error of prediction rule in classification problems h: X = Y

Lps(h) & Py plh(x) # f(x)] = D(x: h(x) # f(x))

Notes:

Q Lp s(h): loss depends on distribution D and labelling function f

Q Lpy (h) has many different names: generalization error, true error, true risk, loss
0 Oftenf is omitted: L (h)
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Q Learner outputs hy : X = Y (note the dependency on S!)

Q Goal: find hg which minimizes the generalization error L, ¢(h)
o But Lj (h) is unknown !

0 What about considering the error on the training data ?

i: h(x;)#y; ,1<i<m # wrong predictions
Q Training error: L (h) £ i h () 2y 1 =P

m # training samples
o Assuming a classification problem and 0-1 loss, otherwise different definition
o also called empirical error or empirical risk

0 Empirical Risk Minimization (ERM) : produce in output predictor h

Mlu\lMl-‘:w\n , fL\
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Is training error a good
measure of true error ?

Assume following D:

Instance x is taken uniformly at
random in the square

f:labelis Oif x in upper side, 1 if
lower side (red vs blue)

Area of the two sides is the same



g RTINS Is training error a good

= DI INGEGNERIA

— ELUNORIATONE measure of true error ?

* Training set: samples in the figure

-
- ® Consider this predictor:
* o 0 if left sid
- B If xin left siae
¢ hs(x) = {1 if x inright side

‘ ‘ * Ls(hs) =0
‘ * Minimizes training loss (i.e.,
empirical risk) !
 Isitagood predictor ?




® Is training error a good
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= DeLineoninzone measure ?
* LD,f(hs) = %
® 0 o * Same loss as random guess
-~ - @ o PY .. * Poor performances: overfitting on

training data!

‘ * Inthis case very good
performances on training set an
P poor performances in general

* When does ERM lead to good
performances w.r.t. generalization
error?
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J Apply ERM over a restricted set of possible hypotheses
» H = hypothesis class

» Each h € H is afunction h: X - Y

= Restricting to a set of hypothesis—>making
assumptions (priors) on the problem at hand

d ERM,, learner:

€ : there can be multiple optimal solutions

ERM;, € argmin L.(h)
heH

(J Which hypothesis classes H do not lead to overfitting?
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1. Assume H is a finite hypothesis class, i.e., H < oo

2. Let hg be the output of ERM4(S), i.e., he € argmin L¢(h)
heH

W Two further assumptions:
3. Realizability: there exist h* € H such that Lp s(h) = 0

4. i.i.d.: examples in the training set are independently and identically
distributed (i.i.d) according to D, that is S~D™

* Note: these assumptions are very difficult to be satisfied in practice

[ Realizability assumption implies that L¢(h*) = 0
J Canwelearn h* ?
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Probably Approximately Correct (PAC) learning

Since the training data comes from D:
0 we can only be approximately correct
0 we can only be probably correct

Parameters:

Q accuracy parameter € : we are satisfied with a good h, for
which Lp r(hs) < €

QO confidence parameter 0: want hg to be a good hypothesis
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Let H be a finite hypothesis class. Let & € (0,1),¢ € (0,1) and m € N
such that:

] U_[_l Notice: m grows with |H| and is
og 5

m > inversely proportional to 6 and ¢
a c

Then, for any f and any D for which the realizability assumption holds,
with probability|> 1 — 6| we have that for every ERM hypothesis i,
computed on a trairfing set S of size m sampled i.i.d. from D, it holds that

Lp ¢ (hs)

probably | [approximately | |correct

m: size of the training set (i.e., S contains m |.I.D. samples)
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0 The critical issue are the training sets leading to a “misleading”
predictor h with L;(h) = 0 but Ly (h) > €

0 Place an upper bound to the probability of sampling m
instances leading to a misleading training set, i.e., producing a
“misleading” predictor

0 Using the union bound after various mathematical
computations the bound of the theorem can be obtained

0 Message of the theorem: if H is a finite class then ERM will not
overfit, provided it is computed on a sufficiently big training set

0 Demonstration not part of the course, but you can find it on the
book if you are interested



® Theorem:
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= ELUNFORIAIONE Graphical Illustration

misleading
samples

Figure 2.1 Each point in the large circle represents a possible m-tuple of instances.
Each colored oval represents the set of “misleading” m-tuple of instances for some
“bad” predictor h € Hp. The ERM can potentially overfit whenever it gets a
misleading training set S. That is, for some h € Hp we have Ls(h) = 0.

Equation (2.9) guarantees that for each individual bad hypothesis, h € Hp, at most
(1 — €)™-fraction of the training sets would be misleading. In particular, the larger m
is, the smaller each of these colored ovals becomes. The union bound formalizes the
fact that the area representing the training sets that are misleading with respect to
some h € ‘Hp (that is, the training sets in M) is at most the sum of the areas of the
colored ovals. Therefore, it is bounded by |Hg| times the maximum size of a colored
oval. Any sample S outside the colored ovals cannot cause the ERM rule to overfit.
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1 2

D({x;:h(x;) =y;}) =1—Lps(h) <1—¢€

Q In this step we are considering a single sample x;

1.

2.

First step: D({x;: h(x;) = v;}) is the probability of a
correct prediction (i.e., 1 - probability of error)

Second step: h € Hy (set of bad hypotheses) ->probability
of error for h is bigger than €, i.e., L, -(h) > €

Demonstration not part of the course
Here are just some notes for critical steps, refer to the
book and lecture notes for the complete demonstration
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pm ({S|x:LD'f(hs) > € }) < Z pm ({5

heHp
Dm ({S

Q First equation: from union bound

iLs(h) =0 })

CLsy =0 f)<emm

Q Second equation: consequence of previous slide result
Q By combining the 2 equations (substituting the red part)

Dm({s|x;LD,f<hs)>e | e—€m = |H gle-m < |H|e~em

HB is a subset of H

Demonstration not part of the course
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Q Thesis of the theroem: the probability of having a small error
is > 1-0

o corresponds to probability of large erroris < §
o i.e.,we need to demonstrate that: D™ ({S|,:Lp s(hs) > € }) S@

0 We have obtained: /
p™ ({5 ‘X:LD,f(hS) > ¢ }) s

Q Finally: purple part is smaller than red, to satisify the
theorem we need to find m for which red is smaller than ¢ :

o Setm > log(%)/e

Demonstration not part of the course




